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center of the two gold radii minus the co-
valent radii of both gold atoms. An appar-
ent gap of ;0.7 V was observed in all cases.
The first derivative of I(V) shows two steps
in both bias directions with the lower step
;22.2 megohm (0.045 mS) and the higher
step ;13.3 megohm (0.075 mS), possibly
indicative of a Coulomb staircase. It is not-
ed that the high Fermi energy of the gold
contacts (;2 eV) as compared with the low
energies of semiconductor quantum dot sys-
tems (,100 meV) precludes the observa-
tion of negative differential resistance in
the present system (23), which is often seen
in semiconductor systems (1–7). A control
experiment with unevaporated THF sol-
vent alone (that is, without the benzene-
1,4-dithiolate) exhibited a resistance of 1 to
2 gigohm (linear up to 10 V) independent
of electrode spacing, implying ionic con-
duction through the solvent. When the
solvent was evaporated, regular vacuum
tunneling with a much higher resistance
was observed (19), with expotential depen-
dence of the current with applied voltage
implying the absence of deleterious effects
on the MCB due to the solvent.

The first step for these three measure-
ments gives resistance values of 22.2, 22.2,
and 22.7 megohm (top to bottom); the next
step gives resistance values of 12.5, 13.3, and
14.3 megohm. This is compared to a resis-
tance of ;9 megohm (11) and 18 6 12
megohm (12) deduced from measurements

of an ensemble of similar molecules contact-
ed to a gold nanocrystal, and a calculated
resistance of this system of 100 kilohm (24).
A resistance greater than ;22 megohm was
not observed in our measurements; however,
resistances less than this maximum were oc-
casionally observed. Figure 4C shows I(V)
and G(V) measurements of one singular ob-
servation that gave resistances that were ap-
proximately half (that is, 0.5) the value of
the maximum resistances (using averages,
0.63, and 0.45, respectively). This suggests a
configuration of two noninteracting self-as-
sembled molecules in parallel, substantiating
the idea that the threshold resistance of a
single molecule is ;22 megohm, and com-
pares with the previously deduced value of
18 6 12 megohm of a similar system.

One interpretation of the observed gap
around zero voltage is that it is a Coulomb
gap. Using the “apparent” Coulomb gap, an
experimental capacitance of 1.1 3 10–19 F
is obtained. Although the charge transport
through the molecule is in principle a
many-body effect, as a first step one can
estimate the capacitance of the aryl group
with a crude model: A 4.5 Å metallic
sphere bound 2.0 Å from proximal metallic
planes with intervening vacuum barriers
gives a capacitance of 0.4 3 10–19 F, as
compared with the experimentally derived
1.1 3 10–19 F. However, a definitive dem-
onstration of Coulomb blockade would re-
quire a third gate electrode, which is prob-
lematic in the present configuration be-
cause a third proximal probe cannot be
placed near the molecule. A second inter-
pretation of the observed gap is that it is
due to the mismatch between the contact
Fermi level and the lowest unoccupied mo-
lecular orbital (LUMO). Preliminary calcu-
lations using this interpretation give char-
acteristics similar to those of the experi-
mentally observed data (25).

The reproducibility of the minimum
conductance at a consistent value implies
that the number of active molecules could
be as few as one. A better theoretical un-
derstanding of the threshold resistance of
this system, either the apparent Coulomb
gap derived from the capacitance of a single
molecule configuration or the determina-
tion of the contact Fermi level–LUMO gap
alignment, is needed to compare to the
experimental values of ;22 megohm and
;0.7 V, respectively.
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Fig. 3. A schematic of a benzene-1,4-dithiolate
SAM between proximal gold electrodes formed in
an MCB. The thiolate is normally H-terminated
after deposition; end groups denoted as X can be
either H or Au, with the Au potentially arising from
a previous contact/retraction event. These mole-
cules remain nearly perpendicular to the Au sur-
face, making other molecular orientations unlikely
(21).

Fig. 4. (A) Typical I(V ) characteristics, which il-
lustrate a gap of 0.7 V; and the first derivative
G(V ), which shows a steplike structure. (B) Three
independent G(V ) measurements, offset for clar-
ity, illustrating the reproducibility of the conduc-
tance values. The measurements were made
with the same MCB but for different retractions/
contacts and thus different contact configura-
tions. Offsets of 0.01 mS for the middle curve
and 0.02 mS for the top curve are used for clarity.
The first step for these three measurements
gives values of 22.2, 22.2, and 22.7 megohm
(top to bottom); the next step gives values of
12.5, 13.3, and 14.3 megohm. The middle curve
is the same data as in (A). (C) An I(V ) and G(V )
measurement illustrating conductance values
approximately twice the observed minimum
conductance values. Resistances of ;14
megohm for the first step and 7.1 megohm (neg-
ative bias) and 5 megohm (positive bias) for the
second step were measured.
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Conductance of a Molecular Junction
M. A. Reed,* C. Zhou, C. J. Muller, T. P. Burgin,

J. M. Tour*

Molecules of benzene-1,4-dithiol were self-assembled onto the two facing gold elec-
trodes of a mechanically controllable break junction to form a statically stable gold-
sulfur-aryl-sulfur-gold system, allowing for direct observation of charge transport
through the molecules. Current-voltage measurements at room temperature demon-
strated a highly reproducible apparent gap at about 0.7 volt, and the conductance-
voltage curve showed two steps in both bias directions. This study provides a quantative
measure of the conductance of a junction containing a single molecule, which is a
fundamental step in the emerging area of molecular-scale electronics.

The measurement of charge transport in
single organic molecules and the determi-
nation of their conductance are long-sought
goals. Such measurements are experimen-
tally challenging and intriguing because
one can test the validity of transport ap-
proximations at the molecular level. A con-
ceptually simple configuration would be to
connect a single molecule between metallic
contacts. Such a metal-molecule-metal
configuration would present the molecular
embodiment of a system analogous to a
quantum dot (1–9), with the potential bar-
riers of the semiconductor system being re-
placed by any existing contact barrier of the
molecule-metal interface.

Previous measurements on atomic and
molecular systems have been made with
scanning tunneling microscopes (STMs)
(10–12) and can yield conductivity informa-
tion (13–15). Experiments with an evapo-
rated-metal-top-contact/molecules/metallic-
bottom-contact configuration, which has
ten of thousands of parallel active mole-
cules, have also been demonstrated (16, 17).
One experiment on an organic system (18)
reported evidence for Coulomb charging.

We have performed measurements in
the configuration of a single molecule be-
tween metallic contacts; specifically, on
benzene-1,4-dithiolate connected between
stable, proximal, metallic gold contacts at
room temperature. This approach comple-
ments previous approaches by presenting
statically stable contacts and concurrently
restricts the number of active molecules to
as few as one.

Experiments were conducted at room
temperature with a mechanically control-
lable break junction (MCB) (19) (Fig. 1).
In this approach, a notched metal wire is

glued onto a flexible substrate and is frac-
tured by bending of the substrate, after
which an adjustable tunneling gap can be
established. A large reduction factor be-
tween the piezo elongation and the elec-
trode separation ensures an inherently sta-
ble contact or tunnel junction. The wire
contacts are atomically sharp when bro-
ken, which is demonstrated in the conduc-
tance quantization as previously reported
(20). In the experiments reported here,
benzene-1,4-dithiol was adsorbed from a 1
mM solution in tetrahydrofuran (THF)
onto the two facing gold electrodes of the
break junction, which were broken in so-
lution under an Ar atmosphere (21), re-
sulting in formation of a self-assembled
monolayer (SAM) on the gold electrodes
that was nearly perpendicular to the sur-
face (21). The THF solvent was allowed to
evaporate in the ambient Ar atmosphere
before the conductance measurements,
and there was no further surface prepara-
tion or cleaning. The removal of the THF
led to thermal gradients that disturbed the
picometer static dimensional stability of
the MCB, requiring the tips to be with-
drawn and then returned to measure the
electrical properties of the molecule or
molecules adsorbed on the surfaces (Fig.

2). The configuration shown in Fig. 3 is
probable because the displacement of thi-
ols has been shown (10) and the formation
of a disulfide bridge would require oxygen
(21).

As the tips were brought together, cur-
rent-voltage I(V) and conductance G(V)
(5 dI/dV) measurements showed character-
istic features (Fig. 4A) that proved to be
highly reproducible (Fig. 4B). The spacing
between the electrodes was ;8 Å, set by
the pizeo voltage as determined by previous
calibration of the spacing–to–pizeo voltage
conversion factor established by the expo-
tential dependence of the current with dis-
tance in the tunneling regime (22). How-
ever, calibration shift due to solvent evap-
oration cannot be eliminated. By compari-
son, an approximate molecule length of
8.46 Å was calculated with the use of an
MM2 force field and by measuring to the

M. A. Reed, C. Zhou, C. J. Muller, Department of Electri-
cal Engineering, Yale University, Post Office Box 208284,
New Haven, CT 06520, USA.
T. P. Burgin and J. M. Tour, Department of Chemistry
and Biochemistry, University of South Carolina, Colum-
bia, SC 29208, USA.

*To whom correspondence should be addressed.

Fig. 1. A schematic of the MCB junction with (a)
the bending beam, (b) the counter supports, (c) the
notched gold wire, (d) the glue contacts, (e) the
pizeo element, and (f ) the glass tube containing
the solution.

Fig. 2. Schematic of the measurement process.
(A) The gold wire of the break junction before
breaking and tip formation. (B) After addition of
benzene-1,4-dithiol, SAMs form on the gold wire
surfaces. (C) Mechanical breakage of the wire in
solution produces two opposing gold contacts
that are SAM-covered. (D) After the solvent is
evaporated, the gold contacts are slowly moved
together until the onset of conductance is
achieved. Steps (C) and (D) (without solution)
can be repeated numerous times to test for
reprodicibility.

REPORTS
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The high performance of modern electronics is a result of the 
!ne control that has been achieved over the "ow of charge 
carriers, beginning with charge injection into an active mate-

rial through an electrical contact. Recognition of the importance of 
charge injection and extraction early in the history of semiconduc-
tors led to considerable e#orts to engineer the properties of elec-
trical contacts and to understand the basic science involved. More 
recently, researchers have explored the use of nanomaterials with 
unique electronic, optical, thermal and mechanical properties in 
place of conventional materials. Of these nanomaterials, carbon 
nanotubes, semiconductor nanowires and graphene have attracted 
the greatest interest, and many devices1–5 have been demonstrated 
(Fig. 1). However, we will need a deeper understanding of the prop-
erties of electrical contacts at the nanoscale if devices made of nano-
tubes, nanowires and graphene are going to make the leap from the 
laboratory to real-world technology.

In this Review, we begin by discussing the alignment of electronic 
energy levels and bands at the interface between a metal and a nano-
structure. We then address charge-injection phenomena, discuss 
various materials issues, and explore speci!c examples involving con-
tacts to semiconductor nanowires. We conclude with a discussion of 
the challenges involved in the development of high-performance con-
tacts to nanostructures, and the opportunities that would be opened 
up by the availability of such contacts.

First, however, we establish a central concept that is important 
when discussing contacts to nanostructures. %e interface between 
the metal and the semiconductor in a conventional contact is pla-
nar. For nanocontacts however, there are multiple possible geom-
etries, each with its unique properties. %ese can be divided into 
two main classes: end-bonded contacts and side contacts (Fig. 2). 
In the case of end-bonded contacts6–8, the nanostructure abruptly 
ends at the contact, and atomic bonds are formed with the metal. 
End-bonded contacts are found in nanotubes and nanowires 
grown from catalyst metal particles, and in contacts formed by 
reacting carbon nanotubes6 or nanowires8 with metals. For side 
contacts, which are most o&en produced when metals are depos-
ited on top of nanostructures, the nanostructure is embedded in 
the metal9, and the bonding may be weak (that is, van der Waals) 
or strong, depending on the system under consideration.

Band alignment and band bending
An important concept in charge injection is the alignment of 

Electrical contacts to one- and two-dimensional 
nanomaterials
François Léonard1 and A. Alec Talin2

Existing models of electrical contacts are often inapplicable at the nanoscale because there are significant di!erences between 
nanostructures and bulk materials arising from unique geometries and electrostatics. In this Review, we discuss the physics 
and materials science of electrical contacts to carbon nanotubes, semiconductor nanowires and graphene, and outline the main 
research and development challenges in the field. We also include a case study of gold contacts to germanium nanowires to 
illustrate these concepts.

electronic energy levels at the interface between the metal and the 
nanostructure (Fig. 3). For semiconducting nanostructures, we are 
interested in the alignment between the conduction and valence 
bands in the semiconductor, and the Fermi level in the metal. If 
the energy of the Fermi level is in the gap between the valence 
and conduction bands of the semiconductor, there is a Schottky 
barrier ϕb at the interface (Fig. 3a). And if the Fermi level is either 
below the valence or above the conduction band edge, the contact 
is said to be ohmic (Fig. 3b). If the nanostructure is metallic, the 
presence of a tunnel barrier is a key issue (Fig. 3c).

%e alignment of the Fermi level relative to the bandgap 
depends on many factors. %e simplest model assumes that the 
Schottky barrier is given by ϕb = Φ − χ, where Φ is the metal work-
function and χ is the semiconductor electron a(nity. However, 
the interaction between the semiconductor and the metal can lead 
to the appearance of surface states with energies in the semicon-
ductor bandgap and wavefunctions that decay exponentially into 
the semiconductor (Fig.  3d). A charge neutrality level is associ-
ated with these metal-induced gap states10. In general, the Fermi 
level will not be located at the charge neutrality level, thus creating 
a local charge in the semiconductor and an image charge in the 
metal. %e electrostatic potential created by this dipole causes the 
valence and conduction bands to bend near the interface, and this 
tends to align the Fermi level with the charge neutrality level.

In bulk contacts, metal-induced gap states frequently determine 
completely the Schottky barrier, to such an extent that the metal 
workfunction o&en does not matter. However, in end-bonded11 
and side contacts to nanotubes and small nanowires12, it has been 
suggested theoretically that metal-induced gap states have a much 
weaker impact on the band alignment due to electrostatics at 
reduced dimensions. %us, one expects that the simple expression 
ϕb = Φ − χ will be a good description for some nanocontacts; this 
has been demonstrated experimentally in the case of contacts to 
carbon nanotubes13,14 where it was demonstrated that Pd forms the 
best p-type contact. %e approach has also been used to realize 
n-type contacts with low workfunction metals15. %e case of end-
bonded contacts to nanowires16 will be discussed in a later section.

In the absence of Fermi-level pinning, the band alignment for 
side contacts is determined by the charge transfer between the 
metal and the nanostructure, which equilibrates the Fermi level 
across the two materials. %e charge transferred to the nanostruc-
ture is screened by the metal, or equivalently, an image charge 
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Technology, Gaithersburg, Maryland, 20899, USA. *email: fleonar@sandia.gov; atalin@nist.gov

REVIEW ARTICLE
PUBLISHED ONLINE: 27 NOVEMBER 2011!|!DOI: 10.1038/NNANO.2011.196

© 2011 Macmillan Publishers Limited. All rights reserved

774 NATURE NANOTECHNOLOGY | VOL 6 | DECEMBER 2011 | www.nature.com/naturenanotechnology

appears in the metal; the resulting charge dipole leads to an elec-
trostatic potential di!erence between the metal and nanostruc-
ture, which shi"s the bands of the nanostructure. #e $nal band 
alignment is thus determined by the transferred charge and the 
di!erence in electrostatic potential; a way to consider this is in 
terms of the capacitance between the metal and the nanostruc-
ture. As an example, the capacitance between a metal and a car-
bon nanotube is large because of the small dimensions; thus the 
shi" in potential is generally small, and the band alignment is 
determined mainly by the direct band alignment between the 
metal Fermi level and the nanotube bandgap12. A similar situation 
arises for semiconducting nanowires, where the potential shi" is 
accommodated in the nanowire, but because of the small cross-
section, the appropriate band bending cannot be established12. 
Graphene also displays charge transfer and re-alignment of the 

Fermi level when contacted by metals, an e!ect that also depends 
on the metal workfunction. #us, contacts in graphene can be 
changed from p-type to n-type simply by using metals of di!erent 
workfunctions17.

Another important property of the metal/nanostructure inter-
face is the band bending away from the contact. Whereas the band 
bending due to Fermi level pinning is a near-interface phenom-
enon, the doping in the semiconductor also leads to band bend-
ing, but on a length scale of tens of nanometres to micrometres. 
For bulk contacts, this length scale, called the depletion width (W, 
Fig. 3a) is given by W = √2—ε—ϕ—b/

—n—e where ε is the dielectric con-
stant, n is the dopant density, and e is the electron charge. #is 
expression is appropriate for nanostructures as long as it gives a 
value of W that is less than the cross-section of the nanostructure, 
otherwise, the nanostructure dimensions alter the electrostatics 
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We report the controlled formation and characterization of het-
erojunctions between carbon nanotubes and different metal
nanocrystals (Fe, Co, Ni, and FeCo). The heterojunctions are formed
from metal-filled multiwall carbon nanotubes (MWNTs) via intense
electron beam irradiation at temperatures in the range of 450–
700 °C and observed in situ in a transmission electron microscope.
Under irradiation, the segregation of metal and carbon atoms
occurs, leading to the formation of heterojunctions between metal
and graphite. Metallic conductivity of the metal–nanotube junc-
tions was found by using in situ transport measurements in an
electron microscope. Density functional calculations show that
these structures are mechanically strong, the bonding at the
interface is covalent, and the electronic states at and around the
Fermi level are delocalized across the entire system. These prop-
erties are essential for the application of such heterojunctions as
contacts in electronic devices and vital for the fabrication of robust
nanotube–metal composite materials.

nanoelectronics ! interfacial interactions ! conductivity !
electron microscopy ! composites

Heterojunctions between different materials are of increasing
interest in nanotechnology. For creating devices at the

nanoscale, different structures have to be joined so as to obtain
junctions with predefined properties. Junctions between carbon
nanotubes (CNTs) and metals (1–3) or semiconducting (1, 4)
nanowires are highly desirable to exploit the excellent electronic
and mechanical properties of CNTs. In electronic devices,
conductive contacts between the graphitic network of CNTs and
metallic electrodes need to be established to link the nanotubes
with each other and their periphery. To date, most results
indicate that the properties of such a device are dominated by the
electronic behavior at the nanotube–metal contact. For in-
stance, the resistance of the ohmic contact (1, 3, 5) or Schottky
barrier effects (6) are influenced by the type of interface
between metal and the graphitic structure. In some previous
studies, multiwall carbon nanotube (MWNTs) interconnections
with metal electrodes only occurred with the outermost wall of
MWNTs (7). A robust mechanical connection in such a junction
cannot be expected, nor can the inner walls of MWNTs partic-
ipate considerably in charge transport (5). Therefore, detailed
knowledge regarding the nature and strength of bonding as well
as the morphology and electrical properties of contacts is
important because it is vital to connect all concentric cylinders
of a MWNT, across the entire cross-section of the nanotube, to
a metal particle. In particular, a covalent nanotube–metal
junction would allow one to attach nanotubes firmly to metal
pieces, which is useful for achieving well-defined electrical
contacts and also for attaching nanotubes firmly to metal
supports for the realization of ultrastrong nanotube ropes in
mechanical systems.

Recent studies have reported examples of graphitic material
interfaces with metal particles for Co crystals and nanotubes (8),
Fe particles with amorphous carbon pillars (9), and W (10) or Pt
(3) particles and MWNTs. An interface between carbon nano-
tubes and metal particles was also observed during the growth of
nanotubes from catalytically active metals (11). However, the
structure of the interface and the nature of bonding between
metal and carbon remained unclear. This is not only important
for predicting and understanding the electrical or mechanical
properties of the junctions but also for exploring the growth of
nanotubes from catalytically active metal particles where the
nucleation and growth of the tube occur through such an
interface

Here, we report a technique for the efficient formation of
nanotube–metal heterojunctions in which the metal is strongly
bonded to all layers of a MWNT. The controlled process is
carried out and observed in a transmission electron microscope
(TEM). It involves intense electron irradiation of metal-filled
MWNTs at temperatures of 450–700 °C whereby real-time in
situ imaging with lattice resolution is possible (12–14). It has
recently been demonstrated that materials can be tailored at the
nanoscale by controlled electron irradiation, e.g., metal nano-
structures (14) and CNTs (15). In particular, metal-filled CNTs
have shown interesting phenomena when exposed to an intense
electron beam (16, 17). In the present study, rod-like structures
are obtained, consisting of 2 MWNT segments joined by short
transition metal nanowires, also termed in this study as MWNT–
m–MWNT junctions, where m stands for a metal or a metallic
alloy. We complement the experimental evidence by performing
density functional theory (DFT) calculations to elucidate the
atomistic details of the carbon–metal interface. We also provide
experimental and theoretical evidence that the so-formed
metal–MWNT contacts exhibit a high transmission amplitude
for electron transport across the interface.

Results
Specimens of Fe-, Co-, Ni- and FeCo-filled MWNTs were
synthesized (18, 19) as described in the materials and methods
section below. Electron irradiation experiments were carried out
in an electron microscope by focusing an electron beam with a
diameter in the range 2–20 nm, resulting in current densities of
103 ! 105 A/cm2, onto metal-filled nanotubes. Thus, carbon

Author contributions: F.B., M.T., H.T., and P.M.A. designed research; J.A.R.-M., M.T., P.M.A.,
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tools; F.B., B.G.S., V.M., M.W., Y.B., and D.G. analyzed data; and J.A.R.-M., F.B., M.T., H.T.,
N.G., P.M.A., B.G.S., V.M., M.W., Y.B., and D.G. wrote the paper.
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2055,Col.Lom

as
4a

Sección,78216
San

Luis
Potosí,M
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We report the controlled formation and characterization of het-
erojunctions between carbon nanotubes and different metal
nanocrystals (Fe, Co, Ni, and FeCo). The heterojunctions are formed
from metal-filled multiwall carbon nanotubes (MWNTs) via intense
electron beam irradiation at temperatures in the range of 450–
700 °C and observed in situ in a transmission electron microscope.
Under irradiation, the segregation of metal and carbon atoms
occurs, leading to the formation of heterojunctions between metal
and graphite. Metallic conductivity of the metal–nanotube junc-
tions was found by using in situ transport measurements in an
electron microscope. Density functional calculations show that
these structures are mechanically strong, the bonding at the
interface is covalent, and the electronic states at and around the
Fermi level are delocalized across the entire system. These prop-
erties are essential for the application of such heterojunctions as
contacts in electronic devices and vital for the fabrication of robust
nanotube–metal composite materials.

nanoelectronics ! interfacial interactions ! conductivity !
electron microscopy ! composites

Heterojunctions between different materials are of increasing
interest in nanotechnology. For creating devices at the

nanoscale, different structures have to be joined so as to obtain
junctions with predefined properties. Junctions between carbon
nanotubes (CNTs) and metals (1–3) or semiconducting (1, 4)
nanowires are highly desirable to exploit the excellent electronic
and mechanical properties of CNTs. In electronic devices,
conductive contacts between the graphitic network of CNTs and
metallic electrodes need to be established to link the nanotubes
with each other and their periphery. To date, most results
indicate that the properties of such a device are dominated by the
electronic behavior at the nanotube–metal contact. For in-
stance, the resistance of the ohmic contact (1, 3, 5) or Schottky
barrier effects (6) are influenced by the type of interface
between metal and the graphitic structure. In some previous
studies, multiwall carbon nanotube (MWNTs) interconnections
with metal electrodes only occurred with the outermost wall of
MWNTs (7). A robust mechanical connection in such a junction
cannot be expected, nor can the inner walls of MWNTs partic-
ipate considerably in charge transport (5). Therefore, detailed
knowledge regarding the nature and strength of bonding as well
as the morphology and electrical properties of contacts is
important because it is vital to connect all concentric cylinders
of a MWNT, across the entire cross-section of the nanotube, to
a metal particle. In particular, a covalent nanotube–metal
junction would allow one to attach nanotubes firmly to metal
pieces, which is useful for achieving well-defined electrical
contacts and also for attaching nanotubes firmly to metal
supports for the realization of ultrastrong nanotube ropes in
mechanical systems.

Recent studies have reported examples of graphitic material
interfaces with metal particles for Co crystals and nanotubes (8),
Fe particles with amorphous carbon pillars (9), and W (10) or Pt
(3) particles and MWNTs. An interface between carbon nano-
tubes and metal particles was also observed during the growth of
nanotubes from catalytically active metals (11). However, the
structure of the interface and the nature of bonding between
metal and carbon remained unclear. This is not only important
for predicting and understanding the electrical or mechanical
properties of the junctions but also for exploring the growth of
nanotubes from catalytically active metal particles where the
nucleation and growth of the tube occur through such an
interface

Here, we report a technique for the efficient formation of
nanotube–metal heterojunctions in which the metal is strongly
bonded to all layers of a MWNT. The controlled process is
carried out and observed in a transmission electron microscope
(TEM). It involves intense electron irradiation of metal-filled
MWNTs at temperatures of 450–700 °C whereby real-time in
situ imaging with lattice resolution is possible (12–14). It has
recently been demonstrated that materials can be tailored at the
nanoscale by controlled electron irradiation, e.g., metal nano-
structures (14) and CNTs (15). In particular, metal-filled CNTs
have shown interesting phenomena when exposed to an intense
electron beam (16, 17). In the present study, rod-like structures
are obtained, consisting of 2 MWNT segments joined by short
transition metal nanowires, also termed in this study as MWNT–
m–MWNT junctions, where m stands for a metal or a metallic
alloy. We complement the experimental evidence by performing
density functional theory (DFT) calculations to elucidate the
atomistic details of the carbon–metal interface. We also provide
experimental and theoretical evidence that the so-formed
metal–MWNT contacts exhibit a high transmission amplitude
for electron transport across the interface.

Results
Specimens of Fe-, Co-, Ni- and FeCo-filled MWNTs were
synthesized (18, 19) as described in the materials and methods
section below. Electron irradiation experiments were carried out
in an electron microscope by focusing an electron beam with a
diameter in the range 2–20 nm, resulting in current densities of
103 ! 105 A/cm2, onto metal-filled nanotubes. Thus, carbon
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B.G.S., V.M., M.W., and D.G. performed research; N.G. contributed new reagents/analytic
tools; F.B., B.G.S., V.M., M.W., Y.B., and D.G. analyzed data; and J.A.R.-M., F.B., M.T., H.T.,
N.G., P.M.A., B.G.S., V.M., M.W., Y.B., and D.G. wrote the paper.

The authors declare no conflict of interest.
1To whom correspondence should be addressed. E-mail: banhart@ipcms.u-strasbg.fr.

This article contains supporting information online at www.pnas.org/cgi/content/full/
0900960106/DCSupplemental.

www.pnas.org"cgi"doi"10.1073"pnas.0900960106 PNAS Early Edition ! 1 of 5

A
PP

LI
ED

PH
YS

IC
A

L
SC

IE
N

CE
S

Heterojunctions
betw

een
m

etals
and

carbon
nanotubes

as
ultim

ate
nanocontacts

Julio
A

.Rodríguez-M
anzo

a,Florian
Banhart a,1,M

auricio
Terrones

b,H
um

berto
Terrones

b,N
icole

G
robert c,

PulickelM
.A

jayan
d,Bobby

G
.Sum

pter e,V
incent

M
eunier e,M

ingsheng
W

ang
f,Y

oshio
Bando

f,and
D

m
itriG

olberg
f

aInstitut
de

Physique
et

Chim
ie

des
M

atériaux,U
nité
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atoms from the MWNT walls were displaced ballistically by the
energetic electrons. An elevated specimen temperature of 450–
700 °C was chosen to allow annealing of beam-induced damage
in the graphitic lattice, thereby avoiding the agglomeration of
structural defects (12, 20). At the electron energies in our
experiments, atom displacements occur only in the MWNTs but
not in the encapsulated metals, which have much higher atom
displacement thresholds than graphitic carbon (12). Neverthe-
less, shape changes of the metals occur by the compressive action
of the graphitic layers (17) and, once the metal surface is not
covered anymore by graphite, because of surface migration of
atoms under the electron beam.

Fig. 1 shows the process by which a MWNT–metal junction is
formed. The electron beam was converged onto a small region
of a Co-filled tube (2–5 nm in diameter), causing the displace-
ment of carbon atoms from the tube walls. Consequently a
reconstruction of the encapsulated Co nanowire is driven by
shape changes of the nanotube and interdiffusion between the 2
components. The graphitic layers within the MWNT (Fig. 1A)
reconstruct, causing the Co crystal to change its shape and
segregate (Fig. 1B). The reshaping of the Co nanowire continues,
and a MWNT–Co–MWNT junction is finally obtained (Fig. 1C).
The complete process took 11 min at an irradiation intensity of
!104 A/cm2. Another example is shown in supporting informa-
tion (SI) Fig. S1. This process can be controlled and extended to
produce periodic arrays by repeated irradiation, as shown in Fig.
1D, where a FeCo-filled MWNT was transformed into a struc-
ture where 3 MWNT segments are connected by 2 metal
particles.

High-resolution scanning transmission (STEM) and TEM
electron microscopy images depicting the detailed atomic struc-
ture of metal–MWNT interfaces are shown in Fig. 2. For Co (Fig.
2A) the STEM lattice image (obtained with an aberration-
corrected probe) of the Co crystal shows the [110] zone axis
projection of the Co fcc lattice. Although the MWNT axis
appears to be aligned parallel to the ["110] axis of the Co
particle, the graphitic basal layers are bent toward (111) Co
planes at the intersection. This was observed in many examples
where (111) planes of the metal crystals were visible. Because the
metal crystals do not have the rotational symmetry of the tube,
the bonding between (111) planes of the metal and the layers of
the tube can only occur locally along the circumference of the

tube, but this type of bonding seems to be favorable. A semi-
coherent interface appears to compensate the large lattice
mismatch between the metal and the nanotube lattice (Fig. 2A
Inset). Given the fact that the mismatch is extreme and the
interface must be quite disordered locally, the strain at the
interface (seen as the bending of the MWNT walls) is consid-
erable and shows that the bonding between the nanotube and Co
must be strong. Fig. 2B shows a TEM image of the interface for
Ni, where a thicker Ni-filled MWNT was used as a starting
material. It is possible to observe the mismatch between the
MWNT and the Ni crystal as well as dark contrast close to the
interface, again indicating strong bonding. No indications for
the formation of carbides, even in lowest quantities close to the
interface, were found by imaging and electron nanodiffraction.
The metal crystals always appeared in the fcc phase. Electron
energy-loss spectroscopy (EELS) did not show particular fea-
tures at the interface (see Fig. S2).

To evaluate the electrical transport through a MWNT–m–
MWNT system, direct transport measurements were carried out
in another electron microscope equipped with a dedicated
STM-TEM holder (21) (Fig. 3). A single Co-filled MWNT

Fig. 1. Formation of a MWNT–Co–MWNT junction from a Co-filled MWNT
subjected to electron irradiation (200 keV) at 700 °C. (A) The Co-filled MWNT
at the beginning of the experiment. (B) The focused electron beam damages
the tube, and the Co nanowire is expelled to the surface, experiencing shape
changes after 6 min of irradiation. (C) Finally, the Co particle acts as a link
between the 2 MWNT segments. The time required to obtain the final shape
was 11 min. The sketch at the bottom shows the mechanism of the process. The
circle indicates the zone subjected to electron irradiation. (D) Periodic FeCo–
MWNT heterojunction, formed by repeated irradiation at different positions
of a FeCo-filled nanotube. Arrows indicate metal particles.

Fig. 2. High-resolution images from metal–MWNT junctions. (A) Bright-field
STEM image (Cs-corrected) of a MWNT–Co interface. The Co particle has an fcc
structure (the image shows an alignment close to the [110] zone axis projec-
tion of the Co fcc lattice). Strain is introduced at the interface as can be seen
by the local bending of the graphitic layers at the interface. The Inset shows
a detail of the interface (white square) after noise filtering, where the bending
of the nanotube layers to match the metal lattice is visible. (B) HRTEM image
of a MWNT–Ni interface. The Ni particle has an fcc structure.

Fig. 3. Representative I–V curves taken from a Co-filled MWNT (black dots)
and from the same tube subjected to e-beam irradiation and with a MWNT–
Co–MWNT joint (red triangles) measured by using the STM-TEM ‘‘Nanofac-
tory’’ setup. The current range was limited #1 !A to avoid overheating of the
structure. The Insets display the corresponding TEM images. (Upper Left) A
Co-filled MWNT attached to a gold wire (biased far to the left) connected to
the Au STM tip inside the electron microscope. ((Lower Center) the appear-
ance of the starting nanotube in the ‘‘filled’’ state. (Upper Right) The same
tube after biasing (to induce Joule heating) and irradiation resulted in the
Co-joint formation.
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QUANTUM TRANSPORT

*%STATISTICS%(Landauer,%NEGF)

*%ELECTRONIC%STATES%(QM)
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ORIGIN OF FINITE 
RESISTANCE

No coupling: wave function is given by                   (sharp peak in the energy 
domain, i.e. probability of finding an electron at a given place is constant.)

With coupling, i.e. finite probability for the electron to
escape the channel (i.e. finite lifetime for the electron in the
channel)

In energy space, this corresponds to a Lorentzian broadening.  
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Conductor’s GF

GC = (✏IC � HC � ⌃
1

� ⌃
2

� ...� ⌃N)
�1

⌃i = hCigihiC gi = (✏Ii � Hi )
�1

�i = i(⌃r
i � ⌃a

i )

)

GC ! Knitting algorithm - PRB 77, 115119 (2008)
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Landauer Formalism: conductance is transmission

Quantum Conductance

G n!m(E ) =
2e2

h
T
nm

(E )

T
nm

= Tr(�
i

G r

C

�
j

G a

C

)

S. Datta. Quantum Transport: Atom to Transistor. Cambridge
University Press (2005).
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position in space but can also include other possible degrees
of freedom like spin or electron/hole. tij is usually very
sparse as only nearest !or next nearest" neighboring sites are
connected. The electrodes l are semi-infinite systems at equi-
librium with temperature Tl and chemical potential !l. They
can be “integrated” out of the equations of motion and only
appear in the formalism through self-energies "l that provide
boundary conditions at the connected sites. We use an algo-
rithm introduced by Ando29 !see also Ref. 13" for the calcu-
lation of those self-energies. The physical observables can be
simply related to the nonequilibrium lesser Green function
Gij

#!E"= i#dte−iEt$cj
†ci!t"%. For instance, the local density $i

and current Iij reads

$i =
1

2%
Im &

−&

&

dEGii
#!E" , !2"

Iij = &
−&

&

dE'tijGji
#!E" − tjiGij

#!E"( . !3"

The simplicity of NEGF comes from the fact that in the
absence of electronic correlation, G# !which describes the
system out of equilibrium" has a very simple expression in
terms of the retarded Green function G: G#=G"#G†, where
"#=)l f l!"l

†−"l" and f l=1 / !1+exp'!E−!l" /kTl(" is the
Fermi function. G itself is simply defined in terms of the
one-body Hamiltonian matrix Hij = tij +'i(ij by

G!E" =
1

E − H − )
l

"l

. !4"

III. KNITTING, SEWING, AND UNKNITTING
ALGORITHMS

A. Basic idea behind recursive algorithms

The problem of computing G!E" is thus reduced to a con-
ceptually simple task, finding the inverse of the H matrix !to
which we implicitly include the self-energies". Our basic tool
is to judiciously divide H=H0+V between an unperturbed
part H0 and a perturbation V. Typically, the perturbation will
be the hopping elements that allow us to glue two separated
parts of the system together. The Dyson equation G=g
+gVG, which relates G to the known g=1 / !E−H0", is the
corner stone of all recursive algorithms. Suppose that !i" one
is interested only in G)* for a small subset of sites labeled by
) and * !the electrode sites, for instance" and !ii" Vij only
connects a small number of sites labeled by i and j. The
following glueing sequence allows one to get the needed
matrix elements in three steps. The Dyson equation restricted
to the connected sites !via Vij" is a close equation,

Gij = gij + )
kl

gikVklGlj . !5"

Since the number of those connected sites is small, the Gij
can hence be easily computed. In a second step, one obtains
the elements

G)j = g)j + )
kl

g)kVklGlj . !6"

In the third step,

G)* = g)* + )
kl

g)kVklGl* !7"

are computed. In the original recursive Green function
algorithm,14 the above sequence is used in the following
way: One considers a bar of width M and length L. The bar
is sliced in L stacks and the perturbation Vij are the hopping
elements that connect the different stacks. The system is then
built recursively as the stacks are added one at a time, and at
each step the glueing sequence is used. The gij are known
either from the previous calculation !for the bar side" or from
a numerical direct calculation for the added stack.

B. Knitting algorithm for global transport properties

Our knitting algorithm is based on the same glueing se-
quence, but the sites are added one by one. We start by
indexing the sites according to the order in which they are
going to be added to the system. Figure 1 shows a cartoon of
a typical system together with the notations used in the fol-
lowing. The main difficulty of the algorithm lies in the book-
keeping of the various Green function elements, and precise
definitions are compulsory. At a given stage of the knitting,
when we have already included sites 1 , . . . ,A−1 and are
about to include site A, we distinguish between four catego-
ries of sites labeled by different indices.

!1" The connected sites are the sites that are directly con-
nected to A via hopping elements tA+. They are labeled by
the index + and appear in a very small number !less than the
number of neighbors of a given site A".

!2" The interface sites labeled by i and j are the sites that
still miss some of their neighbors, i.e., that will be them-
selves connected sites later in the knitting. Hence, the Green
function elements for those sites is to be kept in memory.
Note that it is a dynamical definition; i.e., at each step, some
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FIG. 1. !Color online" The system scheme and notations. The
sites are labeled according to the order in which they are added to
the system. The boxes define the three electrodes coupled to the
mesoscopic system. The various letters stand for the added site !A",
electrode sites !), *, and ,", connected sites !+1 and +2", and in-
terface sites !i and j", as discussed in the text. Bold circles indicate
sites whose GF elements are updated at the current knitting step.
The thick dashed line separates the part already included !left" from
the part that is still to be knitted to the system !right".
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Dyson equation

KNITTING ALGORITHM

position in space but can also include other possible degrees
of freedom like spin or electron/hole. tij is usually very
sparse as only nearest !or next nearest" neighboring sites are
connected. The electrodes l are semi-infinite systems at equi-
librium with temperature Tl and chemical potential !l. They
can be “integrated” out of the equations of motion and only
appear in the formalism through self-energies "l that provide
boundary conditions at the connected sites. We use an algo-
rithm introduced by Ando29 !see also Ref. 13" for the calcu-
lation of those self-energies. The physical observables can be
simply related to the nonequilibrium lesser Green function
Gij

#!E"= i#dte−iEt$cj
†ci!t"%. For instance, the local density $i

and current Iij reads
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dEGii
#!E" , !2"
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The simplicity of NEGF comes from the fact that in the
absence of electronic correlation, G# !which describes the
system out of equilibrium" has a very simple expression in
terms of the retarded Green function G: G#=G"#G†, where
"#=)l f l!"l

†−"l" and f l=1 / !1+exp'!E−!l" /kTl(" is the
Fermi function. G itself is simply defined in terms of the
one-body Hamiltonian matrix Hij = tij +'i(ij by

G!E" =
1

E − H − )
l

"l

. !4"

III. KNITTING, SEWING, AND UNKNITTING
ALGORITHMS

A. Basic idea behind recursive algorithms

The problem of computing G!E" is thus reduced to a con-
ceptually simple task, finding the inverse of the H matrix !to
which we implicitly include the self-energies". Our basic tool
is to judiciously divide H=H0+V between an unperturbed
part H0 and a perturbation V. Typically, the perturbation will
be the hopping elements that allow us to glue two separated
parts of the system together. The Dyson equation G=g
+gVG, which relates G to the known g=1 / !E−H0", is the
corner stone of all recursive algorithms. Suppose that !i" one
is interested only in G)* for a small subset of sites labeled by
) and * !the electrode sites, for instance" and !ii" Vij only
connects a small number of sites labeled by i and j. The
following glueing sequence allows one to get the needed
matrix elements in three steps. The Dyson equation restricted
to the connected sites !via Vij" is a close equation,

Gij = gij + )
kl

gikVklGlj . !5"

Since the number of those connected sites is small, the Gij
can hence be easily computed. In a second step, one obtains
the elements

G)j = g)j + )
kl

g)kVklGlj . !6"

In the third step,

G)* = g)* + )
kl

g)kVklGl* !7"

are computed. In the original recursive Green function
algorithm,14 the above sequence is used in the following
way: One considers a bar of width M and length L. The bar
is sliced in L stacks and the perturbation Vij are the hopping
elements that connect the different stacks. The system is then
built recursively as the stacks are added one at a time, and at
each step the glueing sequence is used. The gij are known
either from the previous calculation !for the bar side" or from
a numerical direct calculation for the added stack.

B. Knitting algorithm for global transport properties

Our knitting algorithm is based on the same glueing se-
quence, but the sites are added one by one. We start by
indexing the sites according to the order in which they are
going to be added to the system. Figure 1 shows a cartoon of
a typical system together with the notations used in the fol-
lowing. The main difficulty of the algorithm lies in the book-
keeping of the various Green function elements, and precise
definitions are compulsory. At a given stage of the knitting,
when we have already included sites 1 , . . . ,A−1 and are
about to include site A, we distinguish between four catego-
ries of sites labeled by different indices.

!1" The connected sites are the sites that are directly con-
nected to A via hopping elements tA+. They are labeled by
the index + and appear in a very small number !less than the
number of neighbors of a given site A".

!2" The interface sites labeled by i and j are the sites that
still miss some of their neighbors, i.e., that will be them-
selves connected sites later in the knitting. Hence, the Green
function elements for those sites is to be kept in memory.
Note that it is a dynamical definition; i.e., at each step, some
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FIG. 1. !Color online" The system scheme and notations. The
sites are labeled according to the order in which they are added to
the system. The boxes define the three electrodes coupled to the
mesoscopic system. The various letters stand for the added site !A",
electrode sites !), *, and ,", connected sites !+1 and +2", and in-
terface sites !i and j", as discussed in the text. Bold circles indicate
sites whose GF elements are updated at the current knitting step.
The thick dashed line separates the part already included !left" from
the part that is still to be knitted to the system !right".
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T of one QPC departs from 1 /2 as V1=2!T"1−T#.
To proceed further, we increase the disorder in our sample

and measure the visibility of the interference pattern as a
function of the mobility !. We find that dI3 /dV0""# is well
fitted by including two harmonics,

dI3/dV0 # 1 + V1 cos 2$" + V2 cos 4$" . "15#

The parameters V1 and V2 are shown in Fig. 2"c# for a typical
sample. For !%4&105 cm2 V−1 s−1, there is no backscatter-
ing in the sample and the interference pattern is perfect "V1
=1 and V2=0#. Below 4&105 cm2 V−1 s−1, however, back-
scattering sets in and visibility decreases strongly. More im-
portantly, visibility becomes extremely sensitive to the disor-
der configuration, and huge sample to sample fluctuations are
observed. Simultaneously, the second harmonic V2 sets in.
Those results are readily understood by looking at the current
intensities injected from lead 0, as shown in Fig. 3 for two
different samples with mobilities slightly lower than that in
Fig. 2"a#. When the disorder is strong enough, the edge chan-
nels get significantly disturbed and are able to reach "par-
tially# the opposite wall $as seen in Fig. 3"b#%. This back-
scattering leads to a decrease of the visibility. At the same
time, a path that avoids contact 1 appears, which causes V2 to
increase $the corresponding path makes a complete tour of
the central island, see the inset of Fig. 3"a#%. It is notable that
no second harmonic V2 was observed experimentally, which
is, as the samples had a mobility of the order of
106 cm2 V−1 s−1 or higher,26,27 consistent with our findings.
We conclude that static disorder "or, more trivially, a bad
central Ohmic contact# cannot be at the origin of the reduced
visibility in these experiments.

FIG. 3. "Color online# Same as Fig. 2"a# for two dirtier samples
with mobility !=3&105 cm2 /V s "a# and !=2.5&105 cm2 /V s
"b#, electron density ns=1010 cm−2, and magnetic field B=0.2 T.
Zoom of "a# shows the current that escapes the first contact and
makes the second loop. It is responsible for the presence of a sec-
ond visibility harmonic V1=1 V2=0.1. Similar zoom of "b# shows
backscattered current, which is recovered by contact 2. V1=0.99
and V2=0.01.

FIG. 4. "Color online# Quantum Hall effect in graphene. Hall conductance 'xy and longitudinal resistance (xx are plotted as a function of
inverse magnetic field 1 /) "a# and carrier density n "b# in the presence of a small disordered potential "10% of the hopping matrix elements#.
In "a# the carrier density is 0.18e/hexagon, while in "b# a magnetic flux )=0.014h /e per hexagon is applied. The inset of "b# shows a zoom
of the transition between plateaus. "c# shows the local current intensity when current is injected from both contacts 1 and 4 "3&105

hexagons, N=2#.
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The TRANSfor package

For a (10, 10) with 50000 atoms:
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Patchwork algorithm
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NONEQUILIBRIUM QT OF 
ORGANIC MOLECULES ON SILICON

the molecular orbitals are broadened and the transmission
increases. At 2.0 V bias, one can clearly see two trans-
mission peaks in the bias window. One mostly arises from
the tail of the LUMO and the other from the tail of the
HOMO. Another interesting feature is the decrease of the
transmission from the LUMO, when its center falls into the
band gap of the left lead. This occurs at a bias of about
1.65 Vand results in reduced coupling and thus in negative
differential resistance, as described below.

The I-V curves are calculated by integrating the trans-
mission in the bias windows. They are shown in Fig. 2(b).
From Fig. 2(b), it is clear that when the bias is smaller than
1.4 V, the non-SCF calculations result in very similar I-V
characteristics to those of SCF calculations. In this bias
region, the current exponentially increases with the applied
bias, as expected for a system with a gap. However, when
the bias is larger than 1.5 V, self-consistency becomes very
important. A very small shoulder appears at 1.6 V in the
non-SCF calculation, while a current valley, i.e., a negative

differential resistance, is observed in SCF calculations.
This underlines the importance of performing fully self-
consistent calculations at large biases, when the device is
far from equilibrium.

In order to understand the mechanism of electron trans-
port through the molecule, we calculated the position-
dependent density of states in the active region as

!!r; E" # $ 1
"

X
i;j

#%i !r" Im&G'ij !E"(#j!r"; (3)

where G denotes the Green function of the whole system
under bias and #i!r" are the optimized localized orbitals.
The density of states is averaged in the plane perpendicular
to the current flow and color coded, with blue and red
regions corresponding to low and high electron densities,
respectively. The results for the biases of 0.0, 0.8, 1.4, and
2.0 V are displayed in Fig. 3. The chemical potential at the
right lead is chosen as the reference energy, which is
different from Fig. 2(a).

Figure 3 clearly demonstrates the rearrangement of mo-
lecular levels with the applied bias. After the molecule is
attached to the Si(111) leads and before any bias is applied,
the gap between the HOMO and the LUMO is reduced to
about 2.8 eV, a 0.2 eV decrease compared to the isolated
molecule. This is because the levels broaden slightly and
the C-H bond at each end of the molecule is replaced by a
C-Si bond. When the bias potential is increased, the levels
become increasingly broader and their centers shift up
relative to the chemical potential of the right lead. At a
bias of 0.8 V, the center of the LUMO is above the con-
duction band minimum, but its broadened tail (not visible
on the scale of Fig. 3) contributes a small peak to the
transmission [see Fig. 2(a)]. At a bias of about 1.4–1.5 V,
the center of the LUMO reaches the conduction band edge
of the left lead and a first peak in current is observed. With
a further increase of the bias, the center of the LUMO falls
into the band gap, weakening the hybridization between

FIG. 3 (color). Position-dependent density of states (DOS) at biases of 0.0, 0.8, 1.4, and 2.0 V. The DOS is averaged in the plane
perpendicular to the current. The blue and red colors represent regions of low and high density of states, respectively. The valence band
maximum and conduction band minimum are indicated by white lines. The chemical potential of the leads lies in the middle of the
band gap.
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FIG. 2 (color online). (a) Self-consistent transmission coeffi-
cients through 1,4-diethynylbenzene connected to hydrogenated
Si(111) leads. Bias windows are shown as dashed lines. The
energy zeros are chosen to be at the center of each bias window.
(b) I-V curve for 1,4-diethynylbenzene between Si(111) leads.
The squares and circles represent results from non-self-
consistent and self-consistent calculations, respectively. The
lines are just a guide to the eye.
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SCF

non-SCF

Transmission!arises!from!HOMO!and!LUMO!tail
NDR'appears'around'1.6'eV
Importance'of'SCF'under'large'bias!

shifts, but also significantly changes its shape as the volt-
age is increased, while the onset of negative differential
resistance can still be interpreted in terms of changes of
quasimolecular levels with bias and crossing of band
edges. However, due to the presence of band gaps on
each side of the molecule, the I-V behavior is significantly
more complex than in the Si-molecule-metal system.
Furthermore, self-consistent screening becomes very im-
portant. In fact, while for the Si-molecule-metal system
NDR was obtained in non-self-consistent calculations [12],
a linear potential drop does not lead to NDR in the Si-
molecule-Si configuration and full self-consistency under
bias is needed.

In our calculations, a unit cell with 12 layers of Si and 12
atoms per layer is used to describe each of the leads. Four
localized, variationally optimized orbitals per atom are
sufficient to obtain the total energy with an accuracy of
!10 meV per atom [22]. The conductor part used in con-
structing the Green function G includes the molecule and
16 layers of Si on each side. Self-consistent iterations are
carried out for each bias potential by the NEGF approach
with complex energy contour integration [19]. The Hartree
potential is obtained by solving the Poisson equation with
boundary conditions corresponding to each bias; i.e., the
potential in the conductor region is self-consistently
matched on each side with the chemical potentials in the
leads. Finally, the transmission coefficients are calculated
from

T"E;V# $ 2e2

h
Tr%!L"E#G&C "E#!R"E#G'C "E#(; (1)

where !L;R and G)C are the coupling functions for the left
and right leads and the retarded and advanced Green
functions of the conductor part, respectively. The current
through the molecular junction is given by

I"V# $
Z 1
'1

T"E;V#%f"E'!L# ' f"E'!R#(dE; (2)

where f is the Fermi-Dirac distribution and !L;R are the
chemical potentials of the left and right leads, with !L '
!R $ V being the effective applied bias. The calculations
assume intrinsic leads, with chemical potentials in the
middle of the forbidden gap. When either or both of the
semiconductor leads are doped, the chemical potential(s)
will shift. In addition, surface termination often results in
electron accumulation or depletion, which causes band
bending and thus shifts in the positions of the band edges
at the surface. However, both of these effects occur over the
range of thousands of Å. At the near-surface region rele-
vant to ballistic transport, doping will thus manifest itself
as a shift of the effective chemical potential measured with
respect to the band edges. For example, if the left-lead
region is n-type while the right one is p-type, the various
I-V features will appear at a lower bias, and vice versa.

As a test, the transmission though a pristine Si system is
evaluated with the method described above. The results
show quantized steplike transmission, as expected for a
bulk system. The calculated conductance gap is 0.5 eV,
which is due to the well-known underestimation of semi-
conductor band gaps by DFT. This result also confirms that
our basis is complete enough for quantum transport calcu-
lations [23].

The atomic configuration of the 1,4-diethynylbenzene
molecule on Si(111), optimized by total energy calcula-
tions, is shown in Fig. 1. One molecule per "4* 3# unit cell
is connected to the Si(111) surfaces through a single Si-C
bond, which is covalent with the typical bond length of
1.82 Å. The remaining dangling bonds of the Si surface are
saturated by hydrogen atoms.

Two different ballistic transport calculations are per-
formed with the applied bias, with and without self-
consistent iterations. In both cases, the charge density in
the leads is fixed and the electrostatic potentials are shifted
to match their chemical potentials. For the active region,
the initial charge density is chosen from zero-bias DFT
calculation and a linear potential drop across the conductor
region is added to the electrostatic potential. In the non-
SCF (non-self-consistent-field) calculations, the Hamil-
tonian matrix and the transmission coefficients are eval-
uated from the initial potentials. In the self-consistent
calculations, the charge density and the potentials in the
conductor region are determined iteratively, with the trans-
mission coefficients obtained using the relaxed potentials
and the updated matrix elements.

The transmission functions for the SCF calculations for
biases of 0.0, 0.8, 1.4, and 2.0 Vare shown in Fig. 2(a). The
dashed lines represent the chemical potentials of the left
and right leads. When the applied bias is smaller than the
band gap of the bulk Si lead, the transmission in the bias
window is zero. For 0.8 V bias, a small contribution
originating mainly from the tail of the molecular LUMO
appears in the bias window. With an increase of the bias,

FIG. 1 (color online). Optimized geometry of the Si(111)-1,4-
diethynylbenzene-Si(111) junction. The large (red), medium
(blue), and small (gray) balls represent Si, C, and H atoms,
respectively. The molecules are arranged periodically on the
(111) surface with one molecule per "4* 3# unit cell. Semi-
infinite Si(111) on both sides of the molecule mimic the presence
of the leads.
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QUASI MOLECULAR ORBITAL PICTURE 
OF ELECTRONIC TRANSMISSION

•'Molecular'orbitals'broaden'with'applied'bias
•'When'molecular'orbitals'match'the'band'edge,'a'peak'appears'in'

the'IEV'curve
•'When'molecular'orbitals'fall'into'the'band'gap'of'Si,'the'current'

drops,'i.e.,'nega7ve'differen7al'resistance'(NDR)'occurs.

Phys. Rev. Lett 95 206805 (2005)

the molecular orbitals are broadened and the transmission
increases. At 2.0 V bias, one can clearly see two trans-
mission peaks in the bias window. One mostly arises from
the tail of the LUMO and the other from the tail of the
HOMO. Another interesting feature is the decrease of the
transmission from the LUMO, when its center falls into the
band gap of the left lead. This occurs at a bias of about
1.65 Vand results in reduced coupling and thus in negative
differential resistance, as described below.

The I-V curves are calculated by integrating the trans-
mission in the bias windows. They are shown in Fig. 2(b).
From Fig. 2(b), it is clear that when the bias is smaller than
1.4 V, the non-SCF calculations result in very similar I-V
characteristics to those of SCF calculations. In this bias
region, the current exponentially increases with the applied
bias, as expected for a system with a gap. However, when
the bias is larger than 1.5 V, self-consistency becomes very
important. A very small shoulder appears at 1.6 V in the
non-SCF calculation, while a current valley, i.e., a negative

differential resistance, is observed in SCF calculations.
This underlines the importance of performing fully self-
consistent calculations at large biases, when the device is
far from equilibrium.

In order to understand the mechanism of electron trans-
port through the molecule, we calculated the position-
dependent density of states in the active region as

!!r; E" # $ 1
"

X
i;j

#%i !r" Im&G'ij !E"(#j!r"; (3)

where G denotes the Green function of the whole system
under bias and #i!r" are the optimized localized orbitals.
The density of states is averaged in the plane perpendicular
to the current flow and color coded, with blue and red
regions corresponding to low and high electron densities,
respectively. The results for the biases of 0.0, 0.8, 1.4, and
2.0 V are displayed in Fig. 3. The chemical potential at the
right lead is chosen as the reference energy, which is
different from Fig. 2(a).

Figure 3 clearly demonstrates the rearrangement of mo-
lecular levels with the applied bias. After the molecule is
attached to the Si(111) leads and before any bias is applied,
the gap between the HOMO and the LUMO is reduced to
about 2.8 eV, a 0.2 eV decrease compared to the isolated
molecule. This is because the levels broaden slightly and
the C-H bond at each end of the molecule is replaced by a
C-Si bond. When the bias potential is increased, the levels
become increasingly broader and their centers shift up
relative to the chemical potential of the right lead. At a
bias of 0.8 V, the center of the LUMO is above the con-
duction band minimum, but its broadened tail (not visible
on the scale of Fig. 3) contributes a small peak to the
transmission [see Fig. 2(a)]. At a bias of about 1.4–1.5 V,
the center of the LUMO reaches the conduction band edge
of the left lead and a first peak in current is observed. With
a further increase of the bias, the center of the LUMO falls
into the band gap, weakening the hybridization between

FIG. 3 (color). Position-dependent density of states (DOS) at biases of 0.0, 0.8, 1.4, and 2.0 V. The DOS is averaged in the plane
perpendicular to the current. The blue and red colors represent regions of low and high density of states, respectively. The valence band
maximum and conduction band minimum are indicated by white lines. The chemical potential of the leads lies in the middle of the
band gap.
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FIG. 2 (color online). (a) Self-consistent transmission coeffi-
cients through 1,4-diethynylbenzene connected to hydrogenated
Si(111) leads. Bias windows are shown as dashed lines. The
energy zeros are chosen to be at the center of each bias window.
(b) I-V curve for 1,4-diethynylbenzene between Si(111) leads.
The squares and circles represent results from non-self-
consistent and self-consistent calculations, respectively. The
lines are just a guide to the eye.
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BRIDGED C60

ACS Nano 4 (12), 2010

Two' C60s' connected' by' an' alkane' chain' are'
sandwiched'between'two'Aluminum''electrodes.'

The'IEV'curve:'NDR'at'very'low'bias
(V'='+0.15V'and'E0.15V)

Resonant'tunneling'at'a''low'bias'through'the'
LUMO
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BIAS DEPENDENT 
COUPLING: QMO PICTURE

The!LUMOs!of!the!C60s.

Due! to! charge! transfer! from!

the! electrode! to! C60,! the!

LUMOs!are!parQally!filled.

At! zero! bias,! the! LUMO! of!

the!C60s!align!with!each!other!

very! well.! This! gives! rise! to!

the! ma in! peak! i n! the!

transmission.

The!LUMOs!are!shiWed!away!

from!each!other!under!finite!

bias.! The! coupling! between!

them! becomes! weaker! and!

the!transmission!decreases.
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FURTHER TUNING:A C3H8 MOLECULE 
IS ATTACHED TO THE RIGHT C60 

No'adsorp4on:
!Symmetrical!IZV

!NDR!at!low!bias:!!!+0.15V!and!Z0.15V

Adsorp4on:
!Asymmetrical!IZV

!NDR!at!higher!bias:!!+0.30V!and!Z0.55V
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ACS Nano 2, 441-448 (2008)
ACS Nano 3, 1913-1921 (2009)

CHEMICAL HETERODOPING: 
PHOSPHORUS NITROGEN
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Nanoscale, 3, 1008 (2011)

P AND P-N DOPING FOR 
ULTRASENTIVE DETECTION

P-doped nanotubes exhibit the most significant changes in the

conductance near the Fermi energy when a molecule is adsorbed.

In Table 3, we show the calculated conductance changes and the

difference in the linear response currents at !0.5 V for the

molecules shown in Fig. 4 and 5. As can be seen in Fig. 6, both

NO2 and O2 have a very similar effect in the conductance of

a P-doped nanotube, with changes in both DG and DI that are
not easily distinguished from each other. SO2 has a milder effect,

with DG ¼ 41% at EF and DI in the 10–15% range.

For PN-doped nanotubes, it is confirmed that CO has a very

weak interaction, as the conductance and current changes are

below detection thresholds. NH3 can be identified by a DG of

!10% at Fermi energy, while DI (!0.5 V) is!21%. NO2 and SO2

have weak effects at EF, but DI (!0.5 V) values of !10% and

12%, respectively, could help in identification of the adsorbed

molecules.

Recent developments in transport theory have allowed the

calculation of quantum electronic transport properties along

modular systems that could reach lengths in the order of

micrometres,28,29 and have been successfully implemented using

ab initio calculations.30 Under this approach, it has been found

that as the nanotubes become longer, different transport regimes

are developed depending on the energy of the carriers. While

carriers with energies closer to those of the impurity bound states

become strongly localized and have an exponential decay in

conductance as a function of the nanotube length, those with

energies far from these states have weak localization and their

conductance decays linearly with the nanotube length.28,29 It

follows that we can only infer that for a nanotube with lengths in

the mesoscopic scale and with chemical disorder, the molecular

species with strong chemical binding to the doped nanotubes

would be easier to identify, since these interactions cause shifts in

the energy of the localized states around the impurities. Molec-

ular species that show only minor shifts in the conductance dips

will likely be harder to identify since these changes will probably

be screened by an exponentially decaying conductance.

4. Conclusions

In conclusion, substitutional P atoms modify the chemical

properties of the surface of carbon nanotubes, thus creating sites

with affinity towards acceptor molecules due to the presence of

highly localized states around them. We found that P–N

co-dopants have a reduced affinity for acceptor molecules, but

the P–N bond can also take up charge, resulting in affinity

towards donor molecules due to a partial positive charge at the

phosphorus atom. Among the molecules studied here, CO and

NH3 were found to adsorb only on PN-doped nanotubes, O2 was

adsorbed only on P-doped nanotubes, while NO2 and SO2 were

adsorbed on both P- and PN-doped nanotubes. Molecular

dynamics studies revealed that CO and NH3 molecules unbind at

room temperature, while the adsorption of the other molecules

seem to be thermally stable. A NBO analysis showed that the P

atom has a very different chemical environment in P- and

PN-doped nanotubes, as a result of variations in charge and local

bonding conditions.

Chemical changes at the localized electronic states affect its

energy, resulting in different positions for the conductance dips

that are associated with them. SO2 and CO cause only minor

shifts in the conductance, while NH3 causes the suppression of

a conductance dip, and NO2 and O2 had similar effects in the

conductance of P-doped carbon nanotubes. Finally, the

adsorption of NO2 in PN doped nanotubes caused the appear-

ance of a new dip in conductance, and at the same time the shift

of the existing ones. Since changes in the conductance at Fermi

energy of about 10% can be detected experimentally, and in

particular since modifications of the conductance slope near EF

can be an alternative for experimental measurements, the results

of this study demonstrate the potential for a molecular sensor

with identifiable selectivity that is based on P- and PN-doped

carbon nanotubes. Diverse variations in realistic experimental

setups could produce even different results that are out of the

scope of the present report. While a complete assessment of the

transport properties of the P and PN doped nanotubes and their

potential as molecular sensors cannot be achieved only by

theoretical methods, our results provide valuable information

that, in conjunction with experimental data, could be further

used to design realistic molecular sensors.

While the oxidation of P-doped nanotubes implies the

poisoning of the adsorption sites and would limit their applica-

tions to anaerobic environments, the absence of interaction

between oxygen and the PN-doped site allows the use of these

sensors in ambient conditions. The fact that P-doped and

PN-doped SWCNTs can be efficiently synthesized9,10 and

provide a localized electronic state with a high oxidation

potential should also be particularly attractive for applications in

electrochemical redox applications. Currently, platinum

nanoparticles are widely used as the cathode material in hydro-

gen/oxygen fuel cells (like polymer electrolyte fuel cells) due to

Fig. 6 Comparison of the conductance near the Fermi energy for

different adsorbed molecules on a doped site, for (a) a P-doped carbon

nanotube; and (b) a PN-doped carbon nanotube.

Table 3 Percentage of change in the conductance at the Fermi energy,
and on the linear response current at #0.5 V, for phosphorus and
phosphorus–nitrogen doped carbon nanotubes for different adsorbed
molecules

P-doped DG DI (!0.5 V) DI (0.5 V)
NO2 57% 60% 21%
O2 57% 59% 22%
SO2 41% 11% 15%

PN-doped
CO 0% 2% 0%
NH3 !10% !21% !3%
NO2 !1% !10% 0%
SO2 4% 12% 2%
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P-doped nanotubes exhibit the most significant changes in the

conductance near the Fermi energy when a molecule is adsorbed.

In Table 3, we show the calculated conductance changes and the

difference in the linear response currents at !0.5 V for the

molecules shown in Fig. 4 and 5. As can be seen in Fig. 6, both

NO2 and O2 have a very similar effect in the conductance of

a P-doped nanotube, with changes in both DG and DI that are
not easily distinguished from each other. SO2 has a milder effect,

with DG ¼ 41% at EF and DI in the 10–15% range.

For PN-doped nanotubes, it is confirmed that CO has a very

weak interaction, as the conductance and current changes are

below detection thresholds. NH3 can be identified by a DG of

!10% at Fermi energy, while DI (!0.5 V) is!21%. NO2 and SO2

have weak effects at EF, but DI (!0.5 V) values of !10% and

12%, respectively, could help in identification of the adsorbed

molecules.

Recent developments in transport theory have allowed the

calculation of quantum electronic transport properties along

modular systems that could reach lengths in the order of

micrometres,28,29 and have been successfully implemented using

ab initio calculations.30 Under this approach, it has been found

that as the nanotubes become longer, different transport regimes

are developed depending on the energy of the carriers. While

carriers with energies closer to those of the impurity bound states

become strongly localized and have an exponential decay in

conductance as a function of the nanotube length, those with

energies far from these states have weak localization and their

conductance decays linearly with the nanotube length.28,29 It

follows that we can only infer that for a nanotube with lengths in

the mesoscopic scale and with chemical disorder, the molecular

species with strong chemical binding to the doped nanotubes

would be easier to identify, since these interactions cause shifts in

the energy of the localized states around the impurities. Molec-

ular species that show only minor shifts in the conductance dips

will likely be harder to identify since these changes will probably

be screened by an exponentially decaying conductance.

4. Conclusions

In conclusion, substitutional P atoms modify the chemical

properties of the surface of carbon nanotubes, thus creating sites

with affinity towards acceptor molecules due to the presence of

highly localized states around them. We found that P–N

co-dopants have a reduced affinity for acceptor molecules, but

the P–N bond can also take up charge, resulting in affinity

towards donor molecules due to a partial positive charge at the

phosphorus atom. Among the molecules studied here, CO and

NH3 were found to adsorb only on PN-doped nanotubes, O2 was

adsorbed only on P-doped nanotubes, while NO2 and SO2 were

adsorbed on both P- and PN-doped nanotubes. Molecular

dynamics studies revealed that CO and NH3 molecules unbind at

room temperature, while the adsorption of the other molecules

seem to be thermally stable. A NBO analysis showed that the P

atom has a very different chemical environment in P- and

PN-doped nanotubes, as a result of variations in charge and local

bonding conditions.

Chemical changes at the localized electronic states affect its

energy, resulting in different positions for the conductance dips

that are associated with them. SO2 and CO cause only minor

shifts in the conductance, while NH3 causes the suppression of

a conductance dip, and NO2 and O2 had similar effects in the

conductance of P-doped carbon nanotubes. Finally, the

adsorption of NO2 in PN doped nanotubes caused the appear-

ance of a new dip in conductance, and at the same time the shift

of the existing ones. Since changes in the conductance at Fermi

energy of about 10% can be detected experimentally, and in

particular since modifications of the conductance slope near EF

can be an alternative for experimental measurements, the results

of this study demonstrate the potential for a molecular sensor

with identifiable selectivity that is based on P- and PN-doped

carbon nanotubes. Diverse variations in realistic experimental

setups could produce even different results that are out of the

scope of the present report. While a complete assessment of the

transport properties of the P and PN doped nanotubes and their

potential as molecular sensors cannot be achieved only by

theoretical methods, our results provide valuable information

that, in conjunction with experimental data, could be further

used to design realistic molecular sensors.

While the oxidation of P-doped nanotubes implies the

poisoning of the adsorption sites and would limit their applica-

tions to anaerobic environments, the absence of interaction

between oxygen and the PN-doped site allows the use of these

sensors in ambient conditions. The fact that P-doped and

PN-doped SWCNTs can be efficiently synthesized9,10 and

provide a localized electronic state with a high oxidation

potential should also be particularly attractive for applications in

electrochemical redox applications. Currently, platinum

nanoparticles are widely used as the cathode material in hydro-

gen/oxygen fuel cells (like polymer electrolyte fuel cells) due to

Fig. 6 Comparison of the conductance near the Fermi energy for

different adsorbed molecules on a doped site, for (a) a P-doped carbon

nanotube; and (b) a PN-doped carbon nanotube.

Table 3 Percentage of change in the conductance at the Fermi energy,
and on the linear response current at #0.5 V, for phosphorus and
phosphorus–nitrogen doped carbon nanotubes for different adsorbed
molecules

P-doped DG DI (!0.5 V) DI (0.5 V)
NO2 57% 60% 21%
O2 57% 59% 22%
SO2 41% 11% 15%

PN-doped
CO 0% 2% 0%
NH3 !10% !21% !3%
NO2 !1% !10% 0%
SO2 4% 12% 2%
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consistent with the presence of a localized state around the

phosphorus atom as being an active part of the adsorption

process.

Following NO2 adsorption, the increase in electronic density

observed between the nitrogen and phosphorus atoms

(see Fig. 1a), along with a short equilibrium distance, the reduced

charge transfer, and the high binding energy, all indicate the

formation of a covalent bond. Additionally, a bond length

reduction of 4% is observed in the P–C bond in the nanotube,

confirming a change in the chemical environment for the phos-

phorus atom. A similar effect is observed for oxygen adsorption

(Fig. 1b), which shows a density increase coupled with a high

binding energy. The P–C bond length is also reduced by about

4%, but in this case, significant charge transfer takes place.

Fig. 1c shows the final geometry for the adsorption of SO2, which

has both a lower binding energy and also smaller reductions in

bond lengths in the nanotube.

Fig. 2 shows the equilibrium geometries for molecules adsor-

bed on a PN-doped nanotube. The charge density increases

between the absorbed CO and the P atom (Fig. 2a), without

disturbing the bond lengths and with a small binding energy. For

NH3 (Fig. 2b), the electronic density increases significantly in the

P–N bond. This indicates a charge transfer from the adsorbed

molecule, resulting in an increase of ca. 4% in the length of this

bond, while the P–C bonds remain unchanged.

Fig. 2c shows the final geometry for NO2 absorbed on

a PN-doped nanotube, which differs from the P-doped case in

that there is an effective charge transfer of 0.15 electrons, while

the binding energy is of 0.23 eV. This suggests a physical

adsorption process, instead of the chemical adsorption seen for

P-doped nanotubes. Fig. 2d shows the adsorption geometry for

SO2, which has similar behavior to the adsorption on P-doped

nanotubes.

Thermal stability was evaluated for the adsorbed molecules.

After thermalization at 300 K, both CO and NH3 molecules

unbind from the doping site on PN-doped nanotubes, although

the adsorption energies are 0.2 and 0.44 eV. This confirms that

for these molecules, the adsorption site is not thermally stable.

For NO2 and SO2, only small changes in their position were

observed during thermalization, and the molecules remained

bound to the phosphorus atoms in the doped nanotubes. For the

O2, a similar behavior was observed, in which the O2 molecule in

P-doped nanotubes remains strongly bonded, whereas the non-

adsorbed O2 molecule in PN-doped nanotubes remains at

a distance above 2.8 !A.

It may seem surprising that P- and PN-doped nanotubes

behave in such different ways. A P-doped nanotube presents

affinity only towards acceptor molecules, and creates strong

covalent bonds, while a PN-doped nanotube displays adsorption

properties varying broadly with the type of adsorbate and forms

mainly electrostatic interactions. In order to better understand

the origins of these differences, we complemented the total

energy calculations presented above with a natural bond orbital

(NBO) analysis. The results are summarized in Fig. 3 and

Table 2.

We found that the P-doping is associated with the presence of

a lone electron pair located at the phosphorus atom with mixed s

and p characters, as well as a p-like radical located at one of the

neighboring carbon atoms, as seen in Fig. 3a. This result is

compatible with previous observations made for the phospho-

fullerene.27 As seen in Table 2, the hybridizations of a and b spins

in P-doped nanotubes have slight variations due to the different

number of electrons in the a and b spin populations.

Turning to PN-doped SWCNTs, we find that the bonding

environment is very different to the P-doped counterpart

(Fig. 3b). There is a considerable charge transfer from phos-

phorus to nitrogen, as their natural charges derived from

NBO theory are +1.12 |e| and !0.58 |e|, respectively. Other

atomic population theories, such as Bader analysis of the

charge density, confirm that the phosphorus atom has

Fig. 2 Equilibrium geometries and charge density variations for (a) CO,

(b) NH3, (c) NO2; and (d) SO2 molecules adsorbed on phosphorus

nitrogen doped carbon nanotubes. The white (grey) clouds represent

an increase (decrease) in charge density, with isosurfaces plotted at

"0.02 e! !A!3.

Fig. 3 Schematic representation of the bonding environment of the P

and PN doped carbon nanotubes. The phosphorus doped case is similar

to the doped fullerene shown in ref. 27. The PN doped case is charac-

terized by the charge transfer from P to N and the highly polarized PN

bond.
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• Substitutional P atoms have  affinity 
towards acceptor molecules
• P–N co-dopants have a reduced affinity for 
acceptor molecules
• P–N bond can also take up charge, 
resulting in affinity towards donor moleculeson a 8 ! 1 ! 1 supercell of a (6,6) carbon nanotube; which

comprised a vacuum region of at least 15!A between nanotubes in

neighboring supercells, and a separation of 19.8 !A between

doping sites. Given the system size, g point calculations to

sample the Brillouin zone were found accurate and numerically

converged. To simulate adsorption, the molecules of interest are

initially positioned about 2.5 !A from the doped site, and the

structure is then relaxed by conjugate gradient (CG) geometry

optimization until residual forces are lower than 0.04 eV !A"1.

The thermal stability of the adsorption process is verified by

molecular dynamics (MD) using a time step of 1 fs for the inte-

gration of the equations of motion, for a minimum of 1000 steps.

The temperature of 300 K is controlled with the Nos"e thermo-

stat, using a Nos"e mass of 10.0 Ry$fs.2,19

Charge transfer and adsorption energies were corrected using

the basis set superposition error (BSSE) numerical technique.

Charge redistribution after adsorption is calculated by sub-

tracting the sum of the charge densities of the individual systems

from the final charge density. Finally, chemical sensing proper-

ties are studied by computing the electronic transport using

equilibrium Green functions20–22 for adsorbed species displaying

the strongest interactions. Local variations in the electrostatic

potential could result in screening of the impurity potential and

in turn to a reduced efficiency of the P- or PN-doped nanotube

system as a molecular sensor. The use of non-equilibrium

Green’s function methodology could be used in order to take

these variations into account. However, the use of equilibrium

conditions is justified by considering that for a real system, most

of the potential drop occurs at the contacts, which together with

the difference in the length scale between an experimental device

(on the order of micrometres) and our model (ca. 2 nm) results in

a very soft potential variation over the radius of action of the

dopant at the nanometre scale.

The bonding environment of doping atoms in the nanotubes

was studied using a Natural Bond Orbital (NBO) analysis23 using

the NBO 5.0 program.24 This analysis uses the one-electron

density matrix to derive molecular bonding information from the

electronic density between the atoms. For this analysis, the

density matrix was calculated for a finite segment of a pristine

and doped nanotubes, using the NWChem25 suite of programs,

with a 6-31G* basis set and the B3LYP exchange-correlation

functional.26

3. Results and discussion

The molecules of interest for chemically specific detection studied

in this paper include CO, NH3, NO2, SO2, and O2. The results of

the adsorption energy are summarized in Table 1. We find that

CO and NH3 have a marked preference toward PN-doped sites,

while no adsorption is seen for P-doped nanotubes. After

relaxation, CO adsorbs on PN-doped CNTs (binding energy of

0.203 eV), while a minimal adsorption energy is observed for P-

doped CNTs (0.088 eV). The equilibrium distance between the

adsorbate and the nanotube was 2.38 !A for PN doping and 3.01
!A for P doping, while the charge transfer was very low in both

cases. For NH3, it has a higher adsorption energy on the PN-

doped nanotube (0.444 eV) than on P-doped system, which is

negligible (0.06 eV). In the PN case, NH3 was found to loose

0.16 electrons while the equilibrium distance was 2.41 !A. For the

P-doped systems, the equilibrium distance of 3.53 !A, accompa-

nied with a negligible charge transfer and low binding energy

makes clear that the molecule was not adsorbed.

In contrast to CO and NH3, NO2 and SO2 are adsorbed in

both doping cases. NO2 has a very strong interaction with a P-

doped site, with a binding energy of 1.55 eV, very low charge

increase (0.07 electrons), and an equilibrium distance of 1.93 !A,

which denotes a chemical bond rather than physisorption.

Conversely, the binding energy to a PN-doped site was 0.23 eV,

with a charge transfer of 0.27 electrons, and a longer equilibrium

distance of 2.65 !A. SO2 had similar interactions with both P- and

PN-doping sites. The equilibrium distances for P and PN doping

sites were 2.62 !A and 2.73 !A, respectively and the binding ener-

gies were 0.44 and 0.34 eV, while the charge increase was also

very similar (0.27 and 0.25 electrons).

Finally, O2 has affinity only for the P-doped site, with an

equilibrium distance of 1.7 !A, a binding energy of 0.76 eV, and

a charge increase of 0.27 electrons. For the PN-doped case the

interaction was very low, with an equilibrium distance of 3.07 !A,

a binding energy of 0.06 eV and a very low charge transfer.

The results described above are summarized in Table 1. From

these data, it is evident that phosphorus doping creates an

affinity to acceptor molecules (i.e. NO2) in the doped carbon

nanotube, around the localized state previously described in ref.

9, and 11. In Fig. 1, the equilibrium geometries are shown for the

molecules that have a non-negligible binding energy with the

P-doped nanotubes (NO2, O2, and SO2). The charge density

redistribution is also depicted in Fig. 1 with an isosurface at

#0.02 e" !A"3 for the aforementioned molecules. In all cases, an

increase in the electron density is observed between the adsorbed

molecule and the phosphorus atom, as well as an electron density

reduction in the vicinity of the phosphorus atom. This result is

Table 1 Equilibrium distance, binding energy and charge transfer for
molecules absorbed on phosphorus and phosphorus–nitrogen doped
carbon nanotubes

Molecule

P doped CNT PN doped CNT

dEq EBind Dqmol dEq EBind Dqmol

CO 3.01 0.088 0.02 2.38 0.203 "0.04
NH3 3.53 0.064 0.00 2.41 0.444 "0.16
NO2 1.93 1.545 0.07 2.65 0.232 0.15
O2 1.7 0.756 0.27 3.07 0.061 0.03
SO2 2.62 0.435 0.27 2.73 0.335 0.25

Fig. 1 Equilibrium geometries and charge density variations for

(a) NO2; (b) O2 and (c) SO2 molecules adsorbed on phosphorus doped

carbon nanotubes. The white (grey) clouds represent an increase

(decrease) in charge density, with isosurfaces plotted at #0.02 e" !A"3.
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LETTERS

Observation of molecular orbital gating
Hyunwook Song1,2, Youngsang Kim3{, Yun Hee Jang2, Heejun Jeong3, Mark A. Reed4 & Takhee Lee1,2

The control of charge transport in an active electronic device
depends intimately on the modulation of the internal charge density
by an external node1. For example, a field-effect transistor relies on
the gated electrostatic modulation of the channel charge produced
by changing the relative position of the conduction and valence
bands with respect to the electrodes. In molecular-scale devices2–10,
a longstanding challenge has been to create a true three-terminal
device that operates in this manner (that is, by modifying orbital
energy). Here we report the observation of such a solid-state
molecular device, in which transport current is directly modulated
by an external gate voltage. Resonance-enhanced coupling to the
nearest molecular orbital is revealed by electron tunnelling spectro-
scopy, demonstrating direct molecular orbital gating in an elec-
tronic device. Our findings demonstrate that true molecular
transistors can be created, and so enhance the prospects for mole-
cularly engineered electronic devices.

The demonstration of a true three-terminal molecular device, one
that depends on external modulation of molecular orbitals, has been the
outstanding challenge of the field of molecular electronics since soon
after its inception5, but until now it has defied experimental efforts.
Theoretical proposals indicate that field-effect gating of a molecular
junction is possible6,7. Carrier modulation in molecular junctions can
be achieved by alternative non-molecular mesoscopic mechanisms such
as Coulomb blockade and Kondo effects8–10, and has been claimed to be
observed in an electrochemical break junction11, but until now proof of
direct orbital gate control of a solid-state device has been elusive. Single-
molecule orbital modulation has been demonstrated in two-terminal,
non-device scanning tunnelling microscopy experiments12, lending
encouragement to the development of three-terminal device imple-
mentations, notwithstanding concerns of the degree of gate control that
can be achieved in a field-effect transistor (FET) configuration6,13. Here
we demonstrate direct electrostatic modulation of orbitals in a solid-
state molecular FET configuration, with both effective gate control and
enhanced resonant coupling of the molecular orbitals to the source and
drain electrodes. We show this using a multiprobe approach combining
a variety of transport techniques that give a self-consistent characteri-
zation of the molecular junction.

As illustrated in the inset of Fig. 1a, individual molecules are con-
nected to source and drain electrodes with a bottom-gate control
electrode in a FET configuration. In such devices, the energies of
the molecular orbitals with respect to the Fermi level of the electrodes
can be directly tuned by adjusting a gate voltage, VG. We make such
devices using the well-known electromigration technique of fractur-
ing a continuous gold wire (coated with the desired molecules, in
vacuum, at 4.2 K) that is placed over an oxidized aluminium gate
electrode8,9 (Methods Summary). This produces source and drain
electrodes with a nanometre-scale gap, which are often bridged by
single or very few molecules, creating molecular junctions. We have
examined a sample size of 418 devices containing two prototype
molecules: the control, a 1,8-octanedithiol (ODT) with an alkyl

backbone as a s-saturated aliphatic molecule; and the active device,
a 1,4-benzenedithiol (BDT) with a delocalized aromatic ring as a
p-conjugated molecule. We found 35 devices with sigmoidal and
significantly gate-dependent source–drain current (I)–voltage (V)
characteristics. The measured low-bias conductance is in good agree-
ment with single-molecule conductance values of the molecules of
interest (Supplementary Fig. 4). Coherent, off-resonance tunnelling
with a strong molecule–metal contact coupling (for example, the
thiol–gold bond) can be reasonably expected as a conduction mech-
anism for these junctions, in accordance with the form of the sym-
metric I(V) curves14,15, the lack of a significant conductance gap14,15,
the exponential dependence of conductance on molecular length15–17

(Supplementary Fig. 6) and the temperature-independent I(V) beha-
viour17 (Supplementary Fig. 5).

Figure 1a shows representative I(V) curves for a Au–ODT–Au
(s-saturated aliphatic) junction measured at different VG values.
The tunnelling current passing through the ODT junction increases
as VG becomes increasingly negative. The corresponding analysis of
ln(I/V2) versus 1/V, the graph of which is known as a Fowler–
Nordheim plot, is shown in Fig. 1b. Here two distinct transport
regimes are evident; the boundary between them, which occurs at
the transition voltage, Vtrans, is indicated with an arrow and exhibits a
clear gate dependence. In the low-bias region, the logarithmic
dependence is characteristic of direct tunnelling (V , WB/e, where
WB is the barrier height and e is the elementary charge), whereas in the
high-bias region above Vtrans, the curves yield a linear relation with a
negative slope, indicative of Fowler–Nordheim tunnelling or field
emission (V . WB/e). The measurement of Vtrans allows an experi-
mental determination of the height of the energy barrier associated
with the tunnelling transport in molecular junctions, given by the
difference between the electrode Fermi energy, EF, and the energy of
the nearest molecular orbital (the highest occupied molecular orbital
(HOMO) or the lowest unoccupied molecular orbital (LUMO)18; see
Supplementary Information for details).

We observe a controllable gate-voltage dependence of Vtrans in the
molecular junction. For Au–ODT–Au junctions, Vtrans shifts to a
lower bias as a more negative VG is applied (Fig. 1b). To explore this
further, we plot the measured Vtrans values against VG in Fig. 1c. We
find that Vtrans scales linearly and reversibly as a function of VG. The
slope, a 5DVtrans/DVG, is the gate efficiency factor, which describes
the effectiveness of molecular orbital gating; for example, if
ejaj5 0.25 eV V21 (from the linear fit in Fig. 1c) then the molecular
orbital energy changes by 0.25 eV when 1 V is applied to the gate
electrode. This large gate coupling probably indicates that the mole-
cule resides close to the gate metal–dielectric interface to reduce
screening by the electrodes; future improvements to the device per-
formance may be made by using a tapered-electrode approach13. We
can also determine the actual amount of molecular orbital shift pro-
duced by the applied gate voltage in terms of an effective molecular
orbital gating energy, eVG,eff 5 ejajVG.

1Department of Nanobio Materials and Electronics, 2Department of Materials Science and Engineering, Gwangju Institute of Science and Technology, Gwangju 500-712, South Korea.
3Department of Applied Physics, Hanyang University, Ansan 426-791, South Korea. 4Departments of Electrical Engineering and Applied Physics, Yale University, New Haven,
Connecticut 06520, USA. {Present address: Department of Physics, University of Konstanz, D-78457 Konstanz, Germany.

Vol 462 | 24/31 December 2009 | doi:10.1038/nature08639

1039
 Macmillan Publishers Limited. All rights reserved©2009

LETTERS

Observation of molecular orbital gating
Hyunwook Song1,2, Youngsang Kim3{, Yun Hee Jang2, Heejun Jeong3, Mark A. Reed4 & Takhee Lee1,2

The control of charge transport in an active electronic device
depends intimately on the modulation of the internal charge density
by an external node1. For example, a field-effect transistor relies on
the gated electrostatic modulation of the channel charge produced
by changing the relative position of the conduction and valence
bands with respect to the electrodes. In molecular-scale devices2–10,
a longstanding challenge has been to create a true three-terminal
device that operates in this manner (that is, by modifying orbital
energy). Here we report the observation of such a solid-state
molecular device, in which transport current is directly modulated
by an external gate voltage. Resonance-enhanced coupling to the
nearest molecular orbital is revealed by electron tunnelling spectro-
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Theoretical proposals indicate that field-effect gating of a molecular
junction is possible6,7. Carrier modulation in molecular junctions can
be achieved by alternative non-molecular mesoscopic mechanisms such
as Coulomb blockade and Kondo effects8–10, and has been claimed to be
observed in an electrochemical break junction11, but until now proof of
direct orbital gate control of a solid-state device has been elusive. Single-
molecule orbital modulation has been demonstrated in two-terminal,
non-device scanning tunnelling microscopy experiments12, lending
encouragement to the development of three-terminal device imple-
mentations, notwithstanding concerns of the degree of gate control that
can be achieved in a field-effect transistor (FET) configuration6,13. Here
we demonstrate direct electrostatic modulation of orbitals in a solid-
state molecular FET configuration, with both effective gate control and
enhanced resonant coupling of the molecular orbitals to the source and
drain electrodes. We show this using a multiprobe approach combining
a variety of transport techniques that give a self-consistent characteri-
zation of the molecular junction.

As illustrated in the inset of Fig. 1a, individual molecules are con-
nected to source and drain electrodes with a bottom-gate control
electrode in a FET configuration. In such devices, the energies of
the molecular orbitals with respect to the Fermi level of the electrodes
can be directly tuned by adjusting a gate voltage, VG. We make such
devices using the well-known electromigration technique of fractur-
ing a continuous gold wire (coated with the desired molecules, in
vacuum, at 4.2 K) that is placed over an oxidized aluminium gate
electrode8,9 (Methods Summary). This produces source and drain
electrodes with a nanometre-scale gap, which are often bridged by
single or very few molecules, creating molecular junctions. We have
examined a sample size of 418 devices containing two prototype
molecules: the control, a 1,8-octanedithiol (ODT) with an alkyl

backbone as a s-saturated aliphatic molecule; and the active device,
a 1,4-benzenedithiol (BDT) with a delocalized aromatic ring as a
p-conjugated molecule. We found 35 devices with sigmoidal and
significantly gate-dependent source–drain current (I)–voltage (V)
characteristics. The measured low-bias conductance is in good agree-
ment with single-molecule conductance values of the molecules of
interest (Supplementary Fig. 4). Coherent, off-resonance tunnelling
with a strong molecule–metal contact coupling (for example, the
thiol–gold bond) can be reasonably expected as a conduction mech-
anism for these junctions, in accordance with the form of the sym-
metric I(V) curves14,15, the lack of a significant conductance gap14,15,
the exponential dependence of conductance on molecular length15–17

(Supplementary Fig. 6) and the temperature-independent I(V) beha-
viour17 (Supplementary Fig. 5).

Figure 1a shows representative I(V) curves for a Au–ODT–Au
(s-saturated aliphatic) junction measured at different VG values.
The tunnelling current passing through the ODT junction increases
as VG becomes increasingly negative. The corresponding analysis of
ln(I/V2) versus 1/V, the graph of which is known as a Fowler–
Nordheim plot, is shown in Fig. 1b. Here two distinct transport
regimes are evident; the boundary between them, which occurs at
the transition voltage, Vtrans, is indicated with an arrow and exhibits a
clear gate dependence. In the low-bias region, the logarithmic
dependence is characteristic of direct tunnelling (V , WB/e, where
WB is the barrier height and e is the elementary charge), whereas in the
high-bias region above Vtrans, the curves yield a linear relation with a
negative slope, indicative of Fowler–Nordheim tunnelling or field
emission (V . WB/e). The measurement of Vtrans allows an experi-
mental determination of the height of the energy barrier associated
with the tunnelling transport in molecular junctions, given by the
difference between the electrode Fermi energy, EF, and the energy of
the nearest molecular orbital (the highest occupied molecular orbital
(HOMO) or the lowest unoccupied molecular orbital (LUMO)18; see
Supplementary Information for details).

We observe a controllable gate-voltage dependence of Vtrans in the
molecular junction. For Au–ODT–Au junctions, Vtrans shifts to a
lower bias as a more negative VG is applied (Fig. 1b). To explore this
further, we plot the measured Vtrans values against VG in Fig. 1c. We
find that Vtrans scales linearly and reversibly as a function of VG. The
slope, a 5DVtrans/DVG, is the gate efficiency factor, which describes
the effectiveness of molecular orbital gating; for example, if
ejaj5 0.25 eV V21 (from the linear fit in Fig. 1c) then the molecular
orbital energy changes by 0.25 eV when 1 V is applied to the gate
electrode. This large gate coupling probably indicates that the mole-
cule resides close to the gate metal–dielectric interface to reduce
screening by the electrodes; future improvements to the device per-
formance may be made by using a tapered-electrode approach13. We
can also determine the actual amount of molecular orbital shift pro-
duced by the applied gate voltage in terms of an effective molecular
orbital gating energy, eVG,eff 5 ejajVG.
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The gate-controlled tunnelling transport is fully illustrated in Fig. 1d,
where we show a two-dimensional colour map of dln(I/V2)/d(1/V)
(from Fowler–Nordheim plots) in the transition region, as a function
of V and eVG,eff. The dashed line indicating the linear fit of Vtrans versus
VG defines the boundary between two distinct transport regimes (direct
and Fowler–Nordheim tunnelling). In Fig. 1d, the transport at point A
shows typical direct tunnelling across the trapezoidal barrier at given
values of V and eVG,eff. If the applied bias increases further, to reach
Vtrans (point B), a transition from a trapezoidal to a triangular barrier
shape occurs. This indicates the onset of Fowler–Nordheim tunnelling,
corresponding to an inflection point in the plot of ln(I/V2) against 1/V.
Point C shows Vtrans to be at a lower bias than at point B, which is
attributed to a decrease in the jEF 2 EHOMOj offset (where EHOMO is the
energy of the HOMO level), arising from a more negative VG value.
Finally, at point D, the barrier is a completely triangular shape and the
charge transport is dominated by Fowler–Nordheim tunnelling.

In a three-terminal device, a negative or positive gate voltage would
respectively raise or lower the orbital energies in the molecules relative
to EF (refs 1, 6). Hence, a positive value of a indicates HOMO-mediated
hole tunnelling (p-type-like; Fig. 1c, inset). Conversely, a would be
negative for LUMO-mediated electron tunnelling (n-type-like); for
example, a Au–1,4-benzenedicyanide–Au junction (Supplementary
Fig. 8). By extrapolating the y intercept from the linear fit in Fig. 1c,
we obtain the zero-gate transition voltage, Vtrans,0 5 1.93 6 0.06 V,
which provides an estimate of the original position (at VG 5 0 V) of
the HOMO level relative to EF in Au–ODT–Au junctions.

Now let us examine a p-conjugated BDT molecule, the prototypical
molecular transport junction4,6,14. Figure 2a shows the gate-modulated
transport of a Au–BDT–Au junction. The tunnelling current flowing
through the BDT junction is enhanced when a negative VG is applied,
whereas a positive VG suppresses the current level (p-type-like; see also
Supplementary Fig. 7). Figure 2b and Fig. 2c respectively display plots
of ln(I/V2) versus 1/V and Vtrans versus VG for this molecular system.
The positive sign of a 5 10.22 in the BDT junction explicitly indicates
that HOMO-mediated tunnelling is the dominant transport channel.
The colour map of dln(I/V2)/d(1/V) (from Fowler–Nordheim plots)
is shown as a function of V and eVG,eff (Fig. 2c, inset); the solid line and
the dotted arrow indicate the linear fit and the y intercept obtained
from the plot of Vtrans versus VG, respectively. We find that
Vtrans,0 5 1.14 6 0.04 V for the BDT junction, which is much less than
the value for the ODT junction owing to the p-conjugated BDT mole-
cule having a smaller HOMO–LUMO gap.

These results demonstrate relative movement of the molecular
orbitals with respect to EF, accomplished by gating. This should give
rise to a modified coupling of the molecular orbitals to the electrodes,
depending both on the orbital Fermi level spacing and on the character
of the molecular orbital (that is, s-saturated or p-conjugated). An
unambiguous method of investigating this in current-carrying
molecular junctions is inelastic electron tunnelling (IET) spectro-
scopy, which is a powerful tool for investigating the molecular role
in charge transport, specifically the coupling between charge carriers
and molecular vibrations3,19–22. We performed IET spectroscopy
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Figure 1 | Gate-controlled charge transport characteristics of a Au-ODT-
Au junction. a, Representative I(V) curves measured at 4.2 K for different
values of VG. Inset, the device structure and schematic. S, source; D, drain; G,
gate. Scale bar, 100 nm. b, Fowler–Nordheim plots corresponding to the I(V)
curves in a, exhibiting the transition from direct to Fowler–Nordheim
tunnelling with a clear gate dependence. The plots are offset vertically for
clarity. The arrows indicate the boundaries between transport regimes
(corresponding to Vtrans). c, Linear scaling of Vtrans in terms of VG. The error

bars denote the s.d. of individual measurements for several devices and the
solid line represents a linear fit. Inset, the schematic of the energy band for
HOMO-mediated hole tunnelling, where eVG,eff describes the actual amount
of molecular orbital shift produced by gating. d, Two-dimensional colour
map of dln(I/V2)/d(1/V) (from Fowler–Nordheim plots). Energy-band
diagrams corresponding to four different regions (points A–D) are also
shown. FN, Fowler–Nordheim tunnelling; DT, direct tunnelling.
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Meunier and Kirstic, JCP08, US Patent

N-DOPING INCREASE COUPLONG 
FOR DNA SEQUENCING

GGA is a good compromise for extended electronic systems
and molecular systems.

We carefully chose subsystems containing a DNA nucle-
otide and a large part of the CNT electrodes, with the appro-
priate terminations. To describe the open boundary condi-
tions appropriate for the leads, we used the Green’s function
matching method in conjunction with the generalized tight-
binding approach to compute the transmission function
T.31–33 The integral of T!E ,V" over the band energy E deter-
mines the current response I to the applied voltage V. The
transmission function T depends not only on the electronic
structure of the nucleotide but also on a number of other
factors, e.g., the strength of the coupling between the base
and the leads, which is a function of the base-lead geometry.
Specifically, T is very sensitive to the energy matching of the
asymptotic Bloch channels in the leads with the energy lev-
els of the base, deformed !i.e., shifted and broadened" by the
coupling with the leads and adapted to the chemical potential
drop across the molecule, resulting from the applied bias.
Our approach takes all of these effects into account at the
DFT level.

Typical I-V characteristics for various lead terminations
are illustrated with the example of guanine in Fig. 2. The
current response for the N-terminated leads is found to be
two to six orders of magnitude larger than that obtained with
C- and H-terminations in the whole range of the considered
biases. It is important to note that the current in the N-case
reaches nanoampere values at about 0.4 V, while it stays in
subpicoampere, or picoampere range for C- and
H-terminations, comparable to the values obtained using
gold electrodes with similar electrode-nucleotide
geometries.1 The obtained enhancement might lead to an in-
crease in the signal-to-noise ratio in conductance measure-
ment of the DNA nucleotides, if other sources of uncertainty
are unchanged.

Strong enhancement of the low-electric bias response
with N-termination is found for all DNA nucleotides, as il-
lustrated for two voltages in Table I. The enhancement fac-
tors also increase orders of magnitude with increase of volt-
age from 0.1 to 0.5 V. All nucleotides have an enhancement
factor to the H-terminated leads, IN / IH, ranging between 105

and 106 for higher of the considered voltages. This factor to
the C-termination, IN / IC, is more varying, between 107 for
adenine, down to 103 for guanine.

While the leads define the boundary conditions and sup-
ply the electrons around the Fermi energy EF, the physical
mechanisms of transport across the interlead gap mainly de-
pend upon the electronic structure of the molecule placed in
the gap, while its coupling to the leads defines the tunneling
characteristics of the junction. The existence of the electronic
states localized in the gap, energetically close to the Fermi
energy, is of a decisive importance for the overall conduc-
tance. In absence of such states, the mechanism of electron
transport is dominated at low biases by the nonresonant tun-
neling, causing a significant suppression of conductance.
Figure 3 shows the eigenenergy spectra of the extended mol-
ecules of Fig. 1. The strong presence of states located mainly
at nitrogen and oxygen atoms of a nucleotide, extending
across the gap, is obvious for N-terminated leads, for all of
the nucleotides. The fact that no such states are present close
to EF in the case of the carbon- and hydrogen-terminations
explains the large increase of current in nitrogen-terminated
CNTs.

Our results can be further analyzed in terms of the im-
proved coupling between the N-saturated edges of the nano-

FIG. 2. !Color online" Comparison of the I-V characteristics of guanine with
N-, C-, and H-terminated CNT leads.

TABLE I. Current enhancements for various CNT terminations and for four DNA nuelotide types, with 0.1 and
0.5 V transverse biases. The format a!b" means a10b.

Bias !V"

A G C T

IN /TC 0.1 6.3 !3" 1.4 !3" 7.0 !1" 5.6!3"
0.5 1.1!7" 8.8!3" 4.1!4" 2.8!6"

IN / IH 0.1 1.8!2" 1.1!3" 6.1!2" 1.2!4"
0.5 2.0!5" 1.3!6" 2.7!5" 5.5!6"

FIG. 3. !Color" Spectra of eigenenergies of the extended molecule, for vari-
ous CNT terminations and various nucleotides. Black thin lines are orbitals
located at the CNT leads, while red-colored thick lines represent the orbitals
located at DNA nucleotides. The Fermi energy is set to zero !dashed hori-
zontal line" in each case.

041103-3 Transverse conductance in DNA J. Chem. Phys. 128, 041103 !2008"

Downloaded 04 Apr 2011 to 128.113.221.90. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions
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WHAT HAVE WE LEARNED 
SO FAR?

We looked into molecule/nanoscale electrode interface

We found out that the details of M.O. distribution at the 
interface brings about non-classical effects (e.g. NDR)

We also shown some strong effects on local electornic 
properties and modifications of the transmission 
probability along certain conduction channels.

The coupling can be enhanced by the presence of 
molecules at the interface
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ABSTRACT
We investigate multiterminal quantum transport through single monocyclic aromatic annulene molecules, and their derivatives, using the
nonequilibrium Green function approach within the self-consistent Hartree−Fock approximation. We propose a new device concept, the quantum
interference effect transistor, that exploits perfect destructive interference stemming from molecular symmetry and controls current flow by
introducing decoherence and/or elastic scattering that break the symmetry. This approach overcomes the fundamental problems of power
dissipation and environmental sensitivity that beset nanoscale device proposals.

From the vacuum tube to the modern CMOS transistor,
devices which control the flow of electrical current by
modulating an electron energy barrier are ubiquitous in
electronics. In this paradigm, switching the current by raising
and lowering the barrier, which must have a height greater
than kBT, generates a commensurate amount of heat, neces-
sitating incredible power dissipation at device densities
approaching the atomic limit.1 A possible alternative is to
exploit the wave nature of the electron to control current
flow on the nanoscale.2-7 In traditional mesoscopic devices,
interference of electron waves is typically tuned via the
Aharanov-Bohm effect;8 however, for nanoscale devices
such as single molecules, this is impractical due to the
enormous magnetic fields required to produce a phase shift
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Figure 1. Artist’s conception of a quantum interference effect
transistor (QuIET). The colored spheres represent individual carbon
(green), hydrogen (purple), and sulfur (yellow) atoms, while the
three gold structures represent the metallic contacts. The vinyl
linkage attached to the phenyl moiety can be replaced with alkene
groups of arbitrary length (see text). A voltage applied to the
leftmost contact regulates the flow of current between the other
two. In addition to this structure (sulfonated vinylbenzene), full
transport calculations were also carried out for structures in which
the leftmost contact is connected to the benzene ring via alkene
chains containing four and six carbon atoms.
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The QuIET exploits quantum interference stemming from
the symmetry of monocyclic aromatic annulenes such as
benzene. Quantum transport through single benzene mol-
ecules with two metallic leads connected at para positions
has been the subject of extensive experimental and theoretical
investigation;10 however, a QuIET based on benzene requires
the source (1) and drain (2) to be connected at meta positions,
as illustrated in Figure 2. The transmission probability T12
of this device, for Σ̃3 ) 0, is shown in Figure 3a. Due to the
molecular symmetry,6 there is a node in T12(E), located
midway between the HOMO and LUMO energy levels (see
Figure 3b, lowest curve). This midgap node, at the Fermi
level of the molecule, plays an essential role in the operation
of the QuIET.

The existence of a transmission node for the meta
connection can be understood in terms of the Feynman path
integral formulation of quantum mechanics,21 according to
which an electron moving from lead 1 to lead 2 takes all
possible paths within the molecule; observables relate only
to the complex sum over paths. In the absence of a third
lead (Σ̃3 ) 0), these paths all lie within the benzene ring.
An electron entering the molecule at the Fermi level has de
Broglie wavevector kF ) π/2d, where d ) 1.397 Å is the
intersite spacing of benzene (note that kF is a purely
geometrical quantity, which is unaltered by electron-electron
interactions22). The two most direct paths through the ring
have lengths 2d and 4d, with a phase difference kF2d ) π,
so they interfere destructively. Similarly, all of the paths
through the ring cancel exactly in a pairwise fashion, leading
to a node in the transmission probability at E ) εF.
This transmission node can be lifted by introducing

decoherence or elastic scattering that break the molecular
symmetry. Parts b and c of Figure 3 illustrate the effect of
attaching a third lead to the molecule as shown in Figure 2,
introducing a complex self-energy Σ̃3(E) on the π-orbital
adjacent to that connected to lead 2. An imaginary self-
energy Σ̃3 ) -iΓ3/2 corresponds to coupling a third metallic
lead directly to the benzene molecule. If the third lead
functions as an infinite-impedance voltage probe, the effec-
tive two-terminal transmission is9

The third lead introduces decoherence9 and additional paths
that are not canceled, thus allowing current to flow, as shown
in Figure 3b. As a proof of principle, a QuIET could be
constructed using a scanning tunneling microscope tip as the
third lead, with tunneling coupling Γ3(x) to the appropriate
π-orbital of the benzene ring, the control variable x being
the piezovoltage controlling the tip-molecule distance.
By contrast, a real self-energy Σ̃3 introduces elastic

scattering, which can also break the molecular symmetry.
This can be achieved by attaching a second molecule to the
benzene ring, for example an alkene chain (cf. Figure 1).
The retarded self-energy due to the presence of a second
molecule is

where εν is the energy of the νth molecular orbital of the
second molecule, and tν is the hopping integral coupling this
orbital with the indicated site of benzene. Figure 3c shows
the transmission probability T12(E) in the vicinity of the Fermi
energy of the molecule, for the case of a single side orbital
at εν ) εF + 4 eV. As the coupling tν is increased, the node
in transmission at E ) εF is lifted due to scattering from the
side orbital. The sidegroup introduces Fano antiresonances,3,23
which suppress current through one arm of the annulene,

Figure 2. Schematic diagram of a QuIET based on benzene. Here
Γ1 and Γ2 are the coupling strengths of metallic leads 1 and 2,
connected in the meta orientation, to the corresponding π-orbitals
of benzene. Σ̃3, determined by a control variable x, is the retarded
self-energy induced by lead 3. The real part of Σ̃3 introduces elastic
scattering, while the imaginary part introduces decoherence.

Figure 3. Effective transmission probability T̃12 of the device
shown in Figure 2, at room temperature, with Γ1 ) 1.2 eV and Γ2
) 0.48 eV. Here εF is the Fermi level of the molecule. (a) Σ̃3 ) 0;
(b) Σ̃3 ) -iΓ3/2, where Γ3 ) 0 in the lowest curve, and increases
by 0.24 eV in each successive one; (c) Σ̃3 is given by eq 10 with
a single resonance at εν ) εF + 4 eV. Here tν ) 0 in the lowest
curve and increases by 0.5 eV in each successive curve. Inset: Full
vertical scale for tν ) 1 eV.

T̃12 ) T12 +
T13T32

T13 + T32
(9)

Σ̃3(E) )∑
ν

|tν|
2

E - εν + i0+
(10)
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ABSTRACT

Quantum interference in coherent transport through single molecular rings may provide a mechanism to control the current in molecular
electronics. We investigate its applicability, using a single-particle Green function method combined with ab initio electronic structure calculations.
We find that the quantum interference effect (QIE) is strongly dependent on the interaction between molecular π-states and contact σ-states.
It is masked by σ tunneling in small molecular rings with Au leads, such as benzene, due to strong π-σ hybridization, while it is preserved
in large rings, such as [18]annulene, which then could be used to realize quantum interference effect (QIE) transistors.

The use of single molecules as functional devices is the
ultimate end of the ongoing trend toward the miniaturization
of electronic circuits.1-3 Despite significant progress that has
been made in the past decade, several issues still challenge
the realization of molecular electronics, notably, the sensitiv-
ity and control of molecule-lead contacts.4-6 Recently,
Cardamone et al.7,8 proposed a novel mechanism to control
electron transport through single molecular rings: the current
is determined by the degree of destructive or constructive
quantum interference between the two paths around a
symmetric molecule. Such interference can be controlled by
a third terminal providing elastic scattering or dephasing.
Their use of a quantum interference effect (QIE) in the
completely coherent quantum regime builds on previous
work in semiconductor nanostructures9,10 and molecular
nanostructures.11-16 Because the QIE stems essentially from
the symmetry of a molecular device, it should not be affected
significantly by the structure of the molecule-lead contact.
We present the first study of this novel mechanism in realistic
ab initio calculations.

QIE-controlled molecular electronics were proposed,7,8

using a model calculation for a benzene ring in which only
the π molecular states were considered. The connection
between the leads and the molecular states was treated
phenomenologically, and the possibility of induced structural
relaxation was ignored. Because these simplifications could
have a big effect on the conductance, it is critical to
investigate the validity of the QIE mechanism in realistic
systems and to evaluate the factors that affect it.

In this paper, we investigate the QIE mechanism by
performing quantum transport calculations for two molecular
rings: one small (benzene) and one large ([18]annulene). We
adopt a standard single-particle Green function method,17,18

combined with ab initio electronic structure calculations in
which all the above-mentioned factors are fully taken into
account. Two different electrodes (leads) are studied: gold,
which has π-σ molecule-lead coupling, and a metallic (5,5)
carbon nanotube (CNT), which has strong π-π coupling.

Our calculations show that the survival of the QIE
mechanism is strongly dependent on the interaction between
the molecular π-states and the contact σ- states. It is masked
by σ tunneling in the small benzene-Au system, because
of the strong π-σ hybridization, while it is preserved in the
large [18]annulene/Au system, which then could be used to
realize QIE transistors. With the CNT leads, we find that
strong π-π molecule-lead coupling can significantly modify
the QIE but does not destroy it.

Our method for calculating electron transport through
molecular junctions has been described in detail previously;18

it combines a Landauer approach to transport with ab initio
electronic structure methods.19-26 In particular, we use here
density functional theory (DFT)27 in the local density
approximation (LDA), hybrid DFT in the B3LYP version,28,29

and Hartree-Fock (HF) theory. Several energy functionals
are used to ensure that the conclusions are generally valid,
because, to date, no functional is completely accurate for
transport calculations. Usually, DFT-LDA and HF are the
two extremes: the former overestimates the conductance and
the latter underestimates the conductance.30 The wave
functions are expanded using a Gaussian 6-311G** basis
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relaxation was ignored. Because these simplifications could
have a big effect on the conductance, it is critical to
investigate the validity of the QIE mechanism in realistic
systems and to evaluate the factors that affect it.
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by σ tunneling in the small benzene-Au system, because
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the QIE but does not destroy it.

Our method for calculating electron transport through
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density functional theory (DFT)27 in the local density
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set for the C, H, and S atoms, and a CRENBS basis set for
Au atoms.31

Practically, the lead-molecule-lead system is divided into
three parts: left lead, right lead, and device region. The latter
contains the molecule plus parts of the leads to accommodate
the molecule-lead interaction (see structures below). The
self-consistent DFT or HF Hamiltonian of the device region
plus the self-energies of the two semi-infinite leads, ΣL, R(E),
are used to construct a single-particle Green function, GD(E),
from which the transmission coefficient as a function of
energy is calculated: T(E) ) Tr[ΓLGDΓRGD

† ], where ΓL, R(E)
) i[ΣL, R(E) - ΣL, R

† (E)] is the coupling to the left or right
lead. The conductance (G) then follows from a Landauer-
type relationship.

For the benzene ring, we consider only gold leads. The
self-energy due to the Au within the leads is treated in the
wide band limit (WBL) approximation: Γ(E) ) -γI, with γ
) 3.0 eV.32 But note that the key molecule-lead coupling
is included explicitly in the Hamiltonian, because nine Au
atoms are included in the central device region. Because the
density of states of gold is quite flat around the Fermi energy,
the use of the WBL for Au atoms is reasonable. For the large
[18]annulene ring, we consider gold leads for benzene as
well as (5,5) metallic carbon nanotube leads for which the
self-energy is obtained via the ab initio calculation of atomic
leads. For all systems, the atomic structure of the junction,
including the molecule-lead separation, is optimized33 by
minimizing the atomic forces on atoms to be smaller than
0.02 eV/Å.

Let us start with the small system: the benzene ring in
Figure 1a. All of the Au atoms included in the device region
are shown; the WBL self-energy is applied to these atoms.
The S atom is situated on a hollow site. Two structural
configurations are considered: (1,4) and (1,3), in Figures 1a
and 1b, respectively. The (1,4) configuration has constructive
interference in the all-π model (the phase difference between
the two paths around the ring is 0), whereas the (1,3)
configuration has destructive interference (the phase differ-
ence is π).7,8 Still within the all-π model, the nonequilibrium
many-body physics was subsequently studied in detail for
these two configurations.34

The transmission T(E) found using several functionals is
shown in Figures 1d and 1e. First, note that the transmission
gap is dependent on the functional as expected: it increases
in the order LDA, B3LYP, and HF. Also, the LDA
equilibrium conductance for the (1,4) configuration is
consistent with previous calculations (∼0.1G0).35-37 The key
result here is the comparison between the (1,4) and (1,3)
configurations. The all-π model predicts that the (1,3)
configuration has a transmission node at the Fermi energy
EF that is due to total destructive interference.7,8 However,
in our more-realistic calculation, this transmission node does
not occur. For LDA and B3LYP, G(1, 3) is smaller than G(1, 4),
by a factor of ∼2. For HF, the order is even reversed: G(1, 3)

> G(1, 4).
Several factors may destroy the perfect destructive inter-

ference present in the model described in refs 7 and 8: (i)
lead-induced structural relaxation, which breaks the sym-

metry; (ii) the influence of the σ states; and (iii) beyond
nearest-neighbor interactions, which cause other paths. Let
us first examine the effect of structural relaxation using the
HF calculation: results for relaxed and unrelaxed structures
are compared in Figure 1e. The effect on T(E) is clearly
minor. Because of the symmetry of the additional paths, the
effect of factor (iii) should also be small. Thus, we conclude
that factors (i) and (iii) are not important.

The first hint of the strong effect of σ hybridization comes
from the difference between the transport gap in Figure 1
and the HOMO-LUMO gap of an isolated benzene mol-
ecule. In LDA, for instance, the former is ∼4.1 eV while
the latter is 5.2 eV. This suggests that the HOMO and LUMO
resonances may not be dominated by benzene π-states. To
check this, in Figure 2, we plot the LDA local density of
states (LDOS) both for the HOMO resonance (- 2.5 eV to

Figure 1. Optimized structures of the Au-S-benzene-S-Au system
(device region only) with (a) the (1,4) constructive interference
configuration and (b) the (1,3) destructive interference configuration.
(c) The alkane configuration used for comparison. (d,e) Transmis-
sion functions obtained with different energy functionals. For the
HF calculation, we consider cases both with and without the lead-
induced molecular relaxation, as indicated. Note the absence of a
clear difference between the (1,3) and (1,4) cases.
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- 1.0 eV) and for near the Fermi energy (-0.2 to 0.2 eV).
Figures 2a and 2b show that the HOMO resonance has large
contributions from the contact Au-S states. Even in the
benzene ring, the σ character is remarkable. Because of this
strong π-σ hybridization, transport near the Femi energy
EF consists largely of tunneling through the σ-states rather
than through the π-ring, as clearly shown by the LDOS
around EF in Figure 2c. To further examine this conclusion,
we replace the benzene ring with a σ-bonded C3H6 molecule
(see Figure 1c). T(E) in Figure 1d (green line) shows that
the conductance is very close to that of the (1,3) system,
which suggests a similar transport mechanism. This shows
directly that the conductance in the (1, 3) configuration
mainly comes from σ-tunneling, which masks the QIE effect.

Next, we turn to the larger[18]annulene ring, shown in
Figure 3. We consider two configurations that yield destruc-
tive interference in the π-only models7,8 (1,7) and (1,9)sand
one constructive configurations(1,10). From the T(E) given
by LDA, B3LYP, and HF, one sees the same trend in the
transport gap and in the equilibrium conductance: the smallest
conductance is given by HF with the largest gap, which is
∼1 order of magnitude smaller than the LDA result, which
is consistent with a previous result for other long-chain
molecules.30 The key feature here is that the conductance
for the (1,7) and (1,9) configurations is much smaller than
that for the (1,10) configuration, by ∼2 orders of magnitude.
This indicates that, in contrast to benzene, the ideal destruc-
tiVe interference is largely preserVed.

To understand this, in Figure 4 we show the LDA LDOS
near both the HOMO resonance (-1.0 eV to -0.2 eV) and
the Fermi energy (-0.2 to 0.2 eV). One sees that the HOMO
resonance is dominated by the [18]annulene π-states, and
transport near the Fermi energy is basically through the
π-ring. Because of the near-perfect destructive interference
of the π-transmission,7,8 the residual conductance should
come from σ-bond tunneling. To check this, we replace the
[18]annulene ring with a σ-bonded C7H14 chain (see Figure
3d). The T(E) (the green line in Figure 3e) yields a
conductance very close to that of the (1,7) configuration,
confirming our view.

How does one understand the difference in behavior
between the small benzene ring and the large[18]annulene
ring? The answer lies in the energies of the molecular levels.
In LDA, for example, the energy of benzene π-states
(HOMO) is -6.5 eV, which is in the energy window of the

Au-S bonding at the contact, from -7.0 to -5.7 eV. The
larger size of [18]annulene means that its π-states (HOMO)
are higher in energy, at -5.0 eV, which is well above the
energy window of the Au-S bonding. Consequently, in
[18]annulene, the π-orbital becomes the frontier orbital,
which, therefore, dominates transport.

From this picture, one can see that the advantage of using
larger conjugated molecules is 2-fold: First, the resulting
π-dominated transport preserves the simple QIEs. Second,

Figure 2. Local density of states (LDOS) for the (1,3) benzene/Au
system using LDA. (a) Top view and (b) side view for the energy
window [-2.5, -1.0] eV (HOMO resonance) in Figure 1d. (c) Top
view for the energy window [-0.2, 0.2] eV. The influence of the
σ bonds is clear in panels a and b.

Figure 3. Optimized structures for Au-S-[18]annulene-S-Au
(device region only) with (a) (1,7), (b) (1,9), and (c) (1,10) lead
configurations. (d) The alkane structure used for comparison.
Transmission functions are given in (e) LDA, (f) B3LYP, and (g)
HF. Note the clear difference between configurations with destruc-
tive and constructive interference.
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PERFECT INTERFERENCE 
TESTBED: RINGSNanotechnology 22 (2011) 075701 E C Girão et al

Figure 2. (a) An example of cutting lines for a carbon nanoring over
the 2D graphene Brillouin zone (black hexagon). The corresponding
graphene unit cell in real space is drawn in red; (b)–(d) cutting lines
near a K point for an (8, 2) nanoring with 119 (b), 120 (c) and 121
(d) nanotube unit cells, respectively; (e)–(f) electronic density of
states for the (8, 2) and (6, 6) nanotori made up of 120 nanotube cells.
(This figure is in colour only in the electronic version)

corresponding to the two allowed ka symmetrically positioned
around the crossing ka no longer match. This is the reason why
the levels start to split for the (8, 2) and (6, 6) nanorings as
we move away from the Fermi energy. Eventually, we recover
the double degeneracy when the splitting is large enough to
promote a new match between levels coming from different
pairs of splitting levels. This effect is illustrated in figure 2(e)
where the energy match is recovered near E = ±1.0 eV for
the (8, 2) based nanotorus.

Based on these results, we chose representative nanotubes
from each of the two groups ((12, 0) for M1 and (6, 6) and
(8, 2) for M2) as well as the semiconducting (10, 0) nanotube
to form the set of systems studied in this work. The choice of

Table 1. Numbers of pentagons and heptagons in the junction
structures for the α = (3 j)◦ (both terminals) and α = (3 j + 1.5)◦

(second terminal) systems. The first terminal structure in the
α = (3 j + 1.5)◦ family is identical to the α = (3 j)◦ terminals.

System
N0

5 /N0
7 for

α = (3i)◦
N0

5 /N0
7 for

α = (3i + 1.5)◦

(6, 6)r –(6, 6)t 2/8 4/10
(10, 0)r –(10, 0)t 2/8 2/8
(12, 0)r –(12, 0)t 6/12 4/10
(8, 2)r –(8, 2)t 3/9 0/6

M = 120 is made to ensure that all tori made up of an M2
nanotube are metallic.

5. Numerical results

We studied the transport properties of a number of tori while
systematically changing the angle α between the two identical
electrodes. As already mentioned in section 4, our model
does not explicitly consider curvature effects. It follows that
the physical description of our system does not depend on
the details of the atomic positions, but only on the table of
neighbors of the structure. Consequently, it is not necessary
to perform geometry optimization since it will not affect
the results. In the figures reproduced here, we plotted the
conductance as a function of the impinging electron energy and
angle α. Note that a uniform pattern for the conductance is not
expected for the α = 3 j and α = 3 j + 1.5 systems since they
have been constructed from integer and half-integer multiples
of nanotube unit cells for the arms of the nanotori, as explained
in section 2. For this reason we label each family as α"α

α◦
m

where
αm represents the greatest α in the series and "α is the angle
step. Here, all the systems have 120 nanotube unit cells along
the ring in such a way that each unit cell corresponds to a 3◦

arc. The terminals in the α3◦
180◦ series possess two symmetrical

joint geometries (with the transverse nanotube over the center
of a nanotube cell from the ring), unlike the α3◦

178.5◦ systems
where the second terminal is placed between two cells. In
the (6, 6)r –(6, 6)t systems, for instance, each of the terminal
geometries in the first family contains N0

5 = 2 pentagons and
N0

7 = 8 heptagons, while in the second set the second junction
has N0

5 = 4 and N0
7 = 10 (see table 1). Note that the relative

numbers of five- and seven-membered rings obey Euler’s rule:

N5 − N7 = 12 × (1 − g) (5)

for a surface of genus g = 2 (that is, a surface with two ‘holes’
or ‘handles’, considering that the electrodes meet at infinity)
and N5 = 2 × N0

5 and N7 = 2 × N0
7 for the α3◦

180◦ case (for
the α3◦

178◦ series the N5/7 are obtained by summing the values of
N0

5/7 from each junction).
It is established that pentagon and heptagon defects act

as localized scatterers that modify significantly the transport
properties of carbon nanostructures [32]. It is therefore quite
unsurprising for the conductances of the two families of angles
to behave differently as α varies. Even for configurations
presenting the same number of pentagons and heptagons
(table 1) we expect to observe different behaviors for α3◦

180◦ and

4
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SETUP BY SOMEHOW CONTROLLING THE 

QUANTUM-INTERFERENCE-EFFECT? 

AOached'third'electrode ‘Air'gap’'third'gate'electrode

Yes,!this!is!possible!if!we!can!change!the!electron!path,!thereby!modifying!the!phases!of!their!paths,!by!
connecQng!a!third!electrode!to!the!system!and!applying!biasZvoltage!through!it!as!well.!
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structure to capture charge transfer in equilibrium (which
is indispensable to obtain correct linear response conduc-
tance of, e.g., carbon-hydrogen systems [16]) or charge
redistribution in the far-from-equilibrium regime driven
by finite bias voltage. The state-of-the-art approach that
can capture these effects is the nonequilibrium Green
function formalism combined with density functional the-
ory (NEGF-DFT) [6,16]. However, due to the lack of
NEGF-DFTalgorithms for multiterminal devices, previous
efforts to model QICT based on benzene-gold [13,17],
annulene-gold [17], benzene-CNT [17], and annulene-
CNT [17] junctions have employed either semiempirical
models [13] (with truncated basis set and the connection
between the leads and the molecule treated phenomeno-
logically) or NEGF-DFT [17], but in the absence of the
third attached electrode.

In this Letter, we analyze linear response and nonequi-
librium transport properties of ZGNRj18-annulenejZGNR
junctions, whose third electrode is made of ZGNR as well,
by employing the very recently developed NEGF-DFT
formalism for multiterminal nanostructures (MT-NEGF-
DFT) [18]. The third electrode introduces dephasing by
being attached to the molecule to act as an infinite-
impedance voltage probe [14], as shown in Fig. 1(a).
Moreover, we find an even larger disruption of destructive
quantum interference in a setup proposed in Fig. 1(b)
where the third electrode plays the role of a top gate
covering the upper half of annulene ring while being
separated from the two-terminal device underneath by an
air gap. Our principal result is shown in Fig. 2 where
exponentially small transmission T21ðEFÞ ’ 10#6 between
the source electrode 1 and the drain electrode 2 at the
Fermi energy EF in the junction with destructive geometry
for connecting the two ZGNR electrodes increases by

3 orders of magnitude ~T21ðEFÞ ’ 10#3 with the attachment
of the voltage probe. Moreover, the junction becomes
highly transparent ~T21ðEFÞ ’ 0:4 due to induced states
(Fig. 2) and charge transfer (Fig. 3) underneath the ‘‘air-
bridge’’ top gate. We also analyze in Fig. 4 the gate voltage
modulation of source-drain current in the far-from-
equilibrium transport regime of the device in Fig. 1(b).
Although naively one would expect that formation

of continuous !-bonded network between carbon-based
electrodes and conjugated molecules would ensure high
contact transparency, early experiments [10] on
CNTjmoleculejCNT heterojunctions have measured sur-
prisingly small conductances for a variety of sandwiched
molecules. The first-principles analysis of different setups
reveals that this is due to significant twisting forces when a
molecule is connected to CNT via, e.g., 6-membered rings
[7]. Therefore, to keep nearly parallel and in-plane con-
figuration (hydrogen atoms of annulene slightly deviate
from the molecular plane) of our junction, we use a 5-
membered ring [7] in Fig. 1 to chemically bond ZGNR to
annulene. The atomic structure of the heterojunctions in
Fig. 1 is fully optimized by minimizing the atomic forces
on individual atoms to be smaller than 0:05 eV= !A. This
preserves the overall conjugation and leads to strong cou-
pling and high contact transparency, as confirmed by Fig. 2
where T21ðEFÞ ’ 0:9 for ZGNR electrodes attached to
annulene atoms ð1; 10Þ as an example of configuration
with constructive quantum interference.
The high contact transparency also makes it possible to

apply the NEGF-DFT framework, which would otherwise
be rendered insufficient due to electronic correlations [19]
emerging in the weak coupling regime that are beyond the
mean-field DFT treatment [6]. The technical details of the
construction of the nonequilibrium density matrix via

FIG. 1 (color online). Schematic view of the proposed
ZGNRj18-annulenejZGNR three-terminal heterojunctions. The
contact between the source and drain 8-ZGNR metallic elec-
trodes and a ring-shaped 18-annulene molecule is made via 5-
membered rings of carbon atoms [black (dark blue)], while the
electrodes are attached in a destructive configuration ð1; 9Þ for
quantum interference. The source-drain current is controlled by a
third electrode which is coupled to the device either through
bonding via 5-membered ring (a) or as an air-bridge top gate
covering the upper half of the molecular ring (b). The hydrogen
atoms [light gray (yellow)] are included to passivate the edge
carbon atoms. The inset shows carbon atom numbering within
the molecular ring, as well as three possible Feynman paths of a
single electron entering the ring.

FIG. 2 (color online). The effective zero-bias source-drain
transmission ~T21ðEÞ for three-terminal QICTs shown in Fig. 1
and the corresponding LDOS at the Fermi energy. For compari-
son, we also plot transmission T21ðEÞ for two-terminal devices in
configurations ð1; 9Þ and ð1; 10Þ exhibiting destructive and con-
structive quantum interference, respectively.
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Quantum Transport in Graphene Nanonetworks
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Graphene exhibits remarkable electronic properties that are
responsible for unusual physics due to the pseudorelativistic

behavior of its low-energy electrons.1 For instance, graphene
possesses record-high electronic mobilities, can support large
current densities, and exhibits unusually high thermal conductivity.1

These properties place graphene as one of the most attractive
materials for electronic applications. However, graphene is a zero
gap semiconductor and consequently cannot be directly introduced
as a material for mainstream logic electronic devices. The absence
of an electronic gap makes it a poor candidate to achieve a
sufficiently large ION to IOFF ratio needed for practical logic device
operation. Fortunately, a gap can be induced in a number of ways.
For instance, structural alterations of the two-dimensional (2D)
graphene sheet can effectively reduce the system’s dimensionality
and lead to one-dimensional (1D) graphene nanoribbons (GNRs),
a material with appealing electronic properties such as a clear gap at
the Fermi level. These one-atom thick one-dimensional graphitic

strips offer great promise for future nanoelectronic applications.2

In fact, this prediction has been realized by theoretical studies
well before the experimental isolation of graphene.3,4 GNRs are
characterized by pronounced electronic confinement.5 Notably,
very narrow GNRs (<5 nm)6 with well-defined edges, that is,
without topological disorder at the atomic scale, are needed to
achieve practical gaps (∼0.4 eV).

The controlled formation of narrow graphene strips with well-
defined edges has been an intense topic of research. Significant
progress in this direction has been achieved recently, as described
in recent reviews.7,8 Well-defined crystallographic edges with
zigzag or armchair morphologies are products of CVD-grown
graphene inside a TEM after processing using Joule heating,9 or

Received: January 20, 2011
Revised: June 6, 2011

ABSTRACT: The quantum transport properties of graphene
nanoribbon networks are investigated using first-principles
calculations based on density functional theory. Focusing on
systems that can be experimentally realized with existing
techniques, both in-plane conductance in interconnected gra-
phene nanoribbons and tunneling conductance in out-of-plane
nanoribbon intersections were studied. The characteristics of
the ab initio electronic transport through in-plane nanoribbon
cross-points is found to be in agreement with results obtained
with semiempirical approaches. Both simulations confirm the possibility of designing graphene nanoribbon-based networks capable
of guiding electrons along desired and predetermined paths. In addition, some of these intersections exhibit different transmission
probability for spin up and spin down electrons, suggesting the possible applications of such networks as spin filters. Furthermore,
the electron transport properties of out-of-plane nanoribbon cross-points of realistic sizes are described using a combination of first-
principles and tight-binding approaches. The stacking angle between individual sheets is found to play a central role in dictating the
electronic transmission probability within the networks.

KEYWORDS: Graphene, graphene nanoribbons, quantum transport, bilayer graphene, spin transport
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GNR ELECTRONIC PROPERTIES

Following previous convention [4–15], the GNRs with
armchair shaped edges on both sides are classified by the
number of dimer lines (Na) across the ribbon width as
shown in Fig. 1(a). Likewise, ribbons with zigzag shaped
edges on both sides are classified by the number of the
zigzag chains (Nz) across the ribbon width [Fig. 1(b)]. We
refer to a GNR with Na dimer lines as a Na-AGNR and a
GNR with Nz zigzag chains as a Nz-ZGNR.

Our calculations show that the Na-AGNRs are semi-
conductors with energy gaps which decrease as a function
of increasing ribbon widths (wa). The variations in energy
gap however exhibit three distinct family behaviors
[Fig. 2]. Moreover, the energy gaps obtained by a simple
TB model are quite different from those by first-principles
calculations. The TB results using a constant nearest neigh-
bor hopping integral, t ! 2:7 eV [22] between !-electrons
are summarized as function of width in Fig. 2(a). It shows
that a Na-AGNR is metallic if Na ! 3p" 2 (where p is a
positive integer) or otherwise, it is semiconducting, in
agreement with previous calculations [4–10]. The gap of
a Na-AGNR (!Na) is inversely proportional to its width,

separated into basically two groups with a hierarchy of gap
size given by !3p * !3p"1 >!3p"2#! 0$ for all p’s. For
the first-principles calculations, however, there are no me-
tallic nanoribbons. The gaps as a function of ribbon width
are now well separated into three different categories (or
family structures) as shown in Fig. 2(b). Moreover, the
gap size hierarchy is also changed to !3p"1 > !3p >
!3p"2#! 0$. For example, in the first-principles calcula-
tion for p ! 13, the lowest energy gap is !38 ! 45 meV
and !40 %!39 ! 68 meV, all of which are quite larger
values compared to those (0 and %2 meV, respectively)
obtained from TB approximations. The first-principles
band structures of Na-AGNRs are shown in Fig. 2(c) for
Na ! 12, 13, and 14. They exhibit direct band gaps at
kda ! 0 for all cases.

A determining factor in the semiconducting behavior of
Na-AGNR is quantum confinement which can be charac-
terized by !Na & w%1

a [4–10]. In addition, as will be dis-
cussed below, the edge effects play a crucial role and force
the (3p" 2)-AGNRs (predicted to be metallic by TB
model) to be semiconductors. The edge carbon atoms of
our AGNRs are passivated by hydrogen atoms (by some
foreign atoms or molecules in general) so that the " bonds
between hydrogen and carbon and the on-site energies of
the carbons at the edges would be different from those in
the middle of the AGNRs. The bonding distances between
carbon atoms at the edges are also expected to change
accordingly. Such effects have been observed in large
aromatic molecules, e.g., ovalene (C32H14) [26]. In
Fig. 3(a), we show that the bond lengths parallel to dimer
lines at edges [a1 and aNa for Na-AGNR in Fig. 1(a)] are
shortened by 3:3& 3:5% for the 12-, 13-, and 14-AGNR as
compared to those in the middle of the ribbon. From the
analytic expressions for TB matrix elements between car-
bon atoms in Ref. [27], a 3.5% decrease in interatomic
distance from 1.422 Å would induce a 12% increase in the
hopping integral between !-orbitals.

To see the consequence of such effects more clearly, we
introduce a lattice model [Fig. 3(b)] which is equivalent to
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FIG. 1 (color online). (a) Schematic of a 11-AGNR. The
empty circles denote hydrogen atoms passivating the edge
carbon atoms, and the black and gray rectangles represent atomic
sites belonging to different sublattice in the graphene structure.
The 1D unit cell distance and ribbon width are represented by da
and wa, respectively. The carbon-carbon distances on the nth
dimer line is denoted by an. (b) Schematic of a 6-ZGNR. The
empty circles and rectangles follow the same convention de-
scribed in (a). The 1D unit cell distance and the ribbon width are
denoted by dz and wz, respectively.
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FIG. 2 (color online). The variation of band gaps of
Na-AGNRs as a function of width (wa) obtained (a) from TB
calculations with t ! 2:70 #eV$ and (b) from first-principles
calculations (symbols). The solid lines in (b) are from Eq. (1).
(c) First-principles band structures of Na-AGNRs with Na ! 12,
13, and 14, respectively.
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FIG. 3 (color online). (a) The ratio of the calculated change in
the carbon-carbon distance (#an) [see Fig. 1(a)] to the carbon-
carbon distance in the middle of the Na-AGNRs, i.e., #an '
100( an%ac

ac
, where ac ! a6 ! a7 ! 1:424 "A for Na ! 12,

ac ! a7 ! 1:422 "A for Na ! 13, and ac ! a7 ! a8 !
1:423 "A for Na ! 14, respectively. (b) Topologically equivalent
structure to the Na-AGNR shown in Fig. 1(a). For the special
case of k ! 0, a lattice with periodic ladders (left) can be folded
into a two-leg ladder with Na rungs (right).
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the AGNRs within the TB approximation [4–7]. The set of
eigenvalues of a brick type lattice shown in Fig. 3(b)
at kda ! 0 is further equivalent to that of a two-
leg ladder system with Na rungs [4–7]. The Hamiltonian
of this simpler model can be written as H !
PNa
n!1

P2
!!1 "!;na

y
!;na!;n "

PNa
n!1 t

?
n #ay1;na2;n $ H:c:% "

PNa"1
n!1

P2
!!1 t

jj
n;n$1#ay!;na!;n$1 $ H:c:%, where fn;!g de-

note a site, "!;n site energies, tjjn;n$1 and t?n the nearest
neighbor hopping integrals within each leg and between
the legs, respectively, and a!;n the annihilation operator of
"-electrons on the nth site of the !th leg. As discussed
above and shown in Fig. 3(a), t?n and "!;n at the edges
would differ from those in the middle of GNRs. Hence,
considering the simplest but essential variation from the
exact solvable model to approximate the realistic situ-
ations, we assume that t?1 ! t?Na & #1$ #%t and t?n & t

for n ! 2; . . . ; Na " 1, and tjjn;n$1 & t for all n’s. The site
energies are set at "!;n & "0 for n ! 1 and Na and 0
otherwise regardless of !. This model Hamiltonian is
solved pertubatively and the resulting energy gaps to the
first order in # and "0 are as follows,
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3p$ 1

;
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3p$1 $
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3p$ 2
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;
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3p$2 $
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;

(1)

where !0
3p, !0

3p$1, and !0
3p$2 are the gaps of the ideally

terminated ribbon when # ! "0 ! 0. They are given by
t'4 cos p"

3p$1" 2(, t'2" 4 cos#p$1%"
3p$2 ( and 0, respectively.

The zeroth-order gaps are identical to the values obtained
from numerical calculations in Fig. 2(a) [4–7]. With
t ! 2:7 #eV% [22] and # ! 0:12, the calculated gaps ob-
tained using Eq. (1) are in good agreement with our LDA
results [Fig. 2(b)]. This implies that the 12% increase of the
hopping integrals between carbon atoms at the edges opens
the gaps of the (3p$ 2)-AGNRs and decreases (increases)
the gaps of 3p-AGNRs [(3p$ 1)-AGNRs]. This analysis
provides the physical explanation of the changes in the gap
hierarchy discussed before. We note that there is no con-
tribution from the variation in the site energies ("0) at the
edges to first order.

Next, we find that nanoribbons with zigzag shaped edges
also have direct band gaps which decrease with increasing
width (wz). The eigenstates of the ZGNRs near EF, without
considering spins, have a peculiar edge-state structure. As
noted earlier within the tight-binding picture [4], there are
two edge states decaying into the center of the ZGNR with
a decay profile depending on their momentum as )e"$kr,
where $k & " 2!!

3
p
dz

lnj2 coskdz2 j [ 2"
3 * kdz * ", dz ! unit

cell length shown in Fig. 1(b)]. Our first-principles calcu-
lation also predicts a set of doubly degenerate flat edge-

state bands at EF when not considering spins (not shown
here). Since the edge-states around EF form flat bands,
they give rise to a very large density of states at EF.
Thus, infinitesimally small on-site repulsions could make
the ZGNRs magnetic [4], unlike the case with two-
dimensional graphene which has a zero density of states
at EF. As pointed out in a TB study earlier [4] and later
confirmed by first-principles studies [11–13], our LSDA
calculation also shows that the ground state of ZGNRs with
hydrogen passivated zigzag edges indeed have finite mag-
netic moments on each edge with negligible change in
atomic structure [11–14].

Upon inclusion of the spin degrees of freedom within
LSDA, the ZGNR are predicted to have a magnetic insu-
lating ground state with ferromagnetic ordering at each
zigzag edge and antiparallel spin orientation between the
two edges. The spatial spin distributions of the ground state
in the case of 12-ZGNR is displayed in Fig. 4(a). The small
spin-orbit coupling [28] in carbon atoms is neglected in the
present study, and we label one spin orientation as $-spin
(red) and the opposite as %-spin (blue) in Fig. 4(a). The
total energy difference per edge atom between nonspin-
polarized and spin-polarized edge states increases from
20 meV (Nz ! 8) to 24 meV (Nz ! 16). These energy
differences are further stabilized by an antiferromagnetic
coupling between the two edges. The total energy differ-
ence between ferromagnetic and antiferromagnetic cou-
plings between edges, however, decreases as Nz increases
and eventually becomes negligible if the width is signifi-
cantly larger than the decay length of the spin-polarized
edge states [12]. The ferromagnetic-antiferromagnetic en-
ergy differences per unit cell are 4.0, 1.8, and 0.4 meV for
the 8-, 16-, and 32-ZGNR, respectively. Our LSDA results
agree with previous studies [4,11,12] and are consistent
with a theorem based on the Hubbard Hamiltonian on a
bipartite lattice [29]. Though infinite range spontaneous
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angle θ both along an A-GNR, and from an A-GNR to an Z-GNR
each with a width of∼5 nm. A maximum of conductance along the
A-GNR is observed for θ values around 30! with almost a 10-fold
increase compared to its value at θ = 0! for!0.5 eV. This increase is
due to the fact that the interaction between the GNRs is minimal at
θ=30!. Conversely, atθ. 30!, the overlap and interactionbetween
the GNRs increase, thus enhancing the tunneling probability and
increasing the scattering in the isolated GNR. A similar behavior is
observed for different energies for selected stacking angles
(Figure 6b). The direct comparisonbetween theAAandAB stacking
is also presented in Figure 6b, for a NA = 11, NZ = 6 intersection,
suggesting that the effect of different stacking orders atθ=0! has less
impact on the conductance than the stacking angle.

In conclusion, first-principles and tight-binding calculations
were performed on a number of GNR cross-points, and their
quantum transport properties were computed. The simulations
presented here indicate that GNR networks are appealing for
potential applications and could play an important role in the
development of carbon-based electronics. The quantum trans-
port through in-plane GNR cross-points is found to be severely
scattered at the intersections, except for 60! Z-GNR terminals,
confirming the idea suggested before19 that patterned graphene
and GNRs could be used for functional devices and current flux
guides.35 In addition, the transmission probability at these
intersections is different for spin up and spin down electrons,
suggesting the possibility of their use as spin filters. Furthermore,
the tunneling transmission at the intersection of bilayer GNR
networks is predicted to be very sensitive to the stacking angle
between the ribbons. The edge state channels are remarkably
robust and could be tuned with an external electric field
in order to induce tunneling from an A-GNR, thus allowing
future development in band to band tunneling GNR-based
transistors.36 Finally, the present theoretical work suggests the
importance of the ribbon edges, thus confirming the pressing
need for improved scalable methods for the synthesis of GNR
with atomically clean edges.37
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angle θ both along an A-GNR, and from an A-GNR to an Z-GNR
each with a width of∼5 nm. A maximum of conductance along the
A-GNR is observed for θ values around 30! with almost a 10-fold
increase compared to its value at θ = 0! for!0.5 eV. This increase is
due to the fact that the interaction between the GNRs is minimal at
θ=30!. Conversely, atθ. 30!, the overlap and interactionbetween
the GNRs increase, thus enhancing the tunneling probability and
increasing the scattering in the isolated GNR. A similar behavior is
observed for different energies for selected stacking angles
(Figure 6b). The direct comparisonbetween theAAandAB stacking
is also presented in Figure 6b, for a NA = 11, NZ = 6 intersection,
suggesting that the effect of different stacking orders atθ=0! has less
impact on the conductance than the stacking angle.

In conclusion, first-principles and tight-binding calculations
were performed on a number of GNR cross-points, and their
quantum transport properties were computed. The simulations
presented here indicate that GNR networks are appealing for
potential applications and could play an important role in the
development of carbon-based electronics. The quantum trans-
port through in-plane GNR cross-points is found to be severely
scattered at the intersections, except for 60! Z-GNR terminals,
confirming the idea suggested before19 that patterned graphene
and GNRs could be used for functional devices and current flux
guides.35 In addition, the transmission probability at these
intersections is different for spin up and spin down electrons,
suggesting the possibility of their use as spin filters. Furthermore,
the tunneling transmission at the intersection of bilayer GNR
networks is predicted to be very sensitive to the stacking angle
between the ribbons. The edge state channels are remarkably
robust and could be tuned with an external electric field
in order to induce tunneling from an A-GNR, thus allowing
future development in band to band tunneling GNR-based
transistors.36 Finally, the present theoretical work suggests the
importance of the ribbon edges, thus confirming the pressing
need for improved scalable methods for the synthesis of GNR
with atomically clean edges.37
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Figure 6. Quantum conductance through a A-GNR/Z-GNR out-of-plane GNR cross-point as a function of the stacking angle θ. (a) Atomic model
depicting the A-GNR and the Z-GNR intersecting at 30!. (b) Conductance along an A-GNR in aNA = 11NZ = 6 cross-point for various intersection angles
compared to the AA stacking. (c) Quantum conduction as a function of the stacking angle θ for a A-GNR ! Z-GNR cross-point with a ∼5 nm width.
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same number of zigzag chains, while it can be avoided in cross-
points between GNRs with different types of edges by choosing
appropriate widths (i.e., with even values for NA). An alternative
reconstruction would necessitate the presence of nonhexagonal
rings at these junctions, as observed experimentally under a
transmission electron microscope.28

The electronic transport properties of isolated GNRs are
sensitive to the shape of the edges and the width of the ribbon.6

A-GNRs exhibit a band gap Eg that decreases with the width.
Consequently, a region of zero conductance is observed in
A-GNRs due to the absence of electronic channels in the energy
window around Eg. For instance, the dashed red line in Figure 2a
displays the conductance across an isolated A-GNR with NA = 8.
Conversely, the electronic band structure of Z-GNRs exhibits
localized edge states close to the Fermi energy (EF). The states
extend along the edges and correspond to nonzero density of
states at EF and a high electronic conductance at the charge
neutrality point (dashed black line in Figure 2a). Spin polarized
calculations reveal that such edge states carry a finite magnetic
moment with a ferromagnetic ordering along the edges but an
antiferromagnetic ordering between them.29 The interaction
between the edges leads to a magnetic insulating ground state.
The edge interaction and the band gap decrease with the GNR’s
width. As the width of the Z-GNR increases, such interaction
weakens, and the difference in energy between the parallel and
antiparallel spin ordering along the edges disappears. Therefore,
the spin polarized electron conductance of a narrow Z-GNR
exhibits zero conduction around the charge neutrality point, and
two sharp peaks of conductance due to the presence of edge
states (see the dashed black curve of Figure 2b)

The electron conduction at low energies in a Z-GNR proceeds
mainly along its edges, thus, it is expected to be significantly

reduced by reflections if the edges are interrupted, as shown
in Figure 2a,b (1!3) for an in-plane cross-point with different
(NZ = 4, NA = 8) edge geometries. In contrast, for a continuous
zigzag edge, as in the (NZ = 5, NA = 5) please cross-point (see
Figure 3), the electronic transport through consecutive leads
exhibits only minor scattering (e.g., 1!4, in Figure 3a). The
conduction is significantly larger for a zigzag edge making a 60!
angle compared with that making a 120! angle. Similar behavior
is observed in spin-polarized calculations.

The conductance between a Z-GNR and an A-GNR exhibits a
sharp decrease in conduction due to the existence of a gap in the
A-GNR system. It also exhibits significant scattering due to band
mixing and is very sensitive to the geometry of the intersection.
Along an A-GNR, the introduction of branches results in a
reduction in conductance due to the band mixing at the inter-
section (Figure 2a (2!4)). Comparing the nonspin and spin-
polarized calculations (Figure 2a,b (2!4)), we clearly see that
the energy position of the zigzag edge state is important since
such states enhance the band-mixing and scattering of the
transport along the A-GNR.

The conductance across continuous or in-plane networks of
GNRs has already been investigated using a simple single-orbital
nearest-neighbor tight-binding method.18,19 In agreement with
these results, the transport properties of in-plane cross-points are
found to be very sensitive to the geometry of the junction.
Notably, under such an approximation, which does not consider
spin degrees of freedom nor relaxation of the atomic positions,
the conductance along a Z-GNR and across a cross-point exhibits
high conductance (∼0.8G0).

18 In contrast, the ab initio results
obtained in the present work indicate that the electronic trans-
port properties of GNRs are significantly affected when they are
assembled into networks or branches. A notable exception is the

Figure 3. (a) Quantum conductance of an in-plane cross-point between two Z-GNRs for various transmission paths (paramagnetic state). (b) Ball and
stick representation of the Z-GNR intersection between NZ = 5 and NZ

0 = 5 used in the calculations. The blue and red arrows represent the spin
configuration corresponding to the curves shown in (c,d). (c,d) Spin polarized quantum conductance of a Z-GNR as represented in (b). Note the
different spin-up and spin-down transmission probabilities along the same path (e.g., 1!4). While the total transmission (spin up + spin down) is
symmetric along various paths, the spin state effectively breaks the structure’s symmetry (i.e., vertical C2 axis), yielding a spin-dependent conductance.
The dashed black line represents the conductance of an isolated Z-GNR in the corresponding spin-state.
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BOTTOM-UP APPROACH

model (1.0 nm). STM simulations (Fig. 2b, right side, greyscale) that
account for the finite tip radius perfectly reproduce the apparent
height and width of the polyanthrylenes. The fully aromatic system
is obtained by annealing the sample in a second step at 400 uC, which
induces intramolecular cyclodehydrogenation of the polymer chain
and hence the formation of an N5 7 armchair ribbon (Fig. 2c) with
half the periodicity of the polymeric chain (0.42 nm) and a markedly
reduced apparent height of 0.18 nm (Supplementary Fig. 3). STM
simulations are in perfect agreement with experimental images
(Fig. 2e), confirming that the reaction products are atomically precise
N5 7 GNRs with fully hydrogen-terminated armchair edges.

The Raman spectrum in Fig. 2d of a densely packed layer of N5 7
armchair GNRs grown on a 200-nmAu(111) film on amica substrate
further attests to theuniformwidthof the ribbons: besides theDandG
peaks23 and several other peaks appearing due to the finite width and
low symmetry of the ribbons, the spectrum exhibits the width-specific
radial-breathing-like mode24 as a sharp peak at 396 cm21 (in excellent
agreement with our calculated value of 394 cm21). This implies that
the radial-breathing-like mode is indeed a sensitive probe of GNR
width (N5 6 and N5 8 GNRs have radial-breathing-like mode fre-
quencies about 50 cm21 higher and lower, respectively24).

In our method the topology of the GNRs produced is determined
by the functionality pattern of the precursor monomers, allowing the
fabrication of ribbons with complex shapes. As an example, Fig. 3a
illustrates the strategy for fabricating chevron-type GNRs with
alternating widths of N5 6 and N5 9 using 6,11-dibromo-1,2,3,4-
tetraphenyltriphenylene precursor monomers 2. Initial colligation of
the dehalogenated intermediates on Au(111) at 250 uC yields chains,
in which adjacent monomers have opposite orientation with respect

to the polymer main axis (Supplementary Fig. 2). The fully aromatic
GNR is then produced during a second annealing step at 440 uC,
which causes intramolecular cyclodehydrogenation of the polymer
chain as is shown by a reduction of the apparent height from 0.25 nm
to 0.18 nm (Supplementary Fig. 3). The resultant chevron-type GNRs
have a periodicity of 1.70 nm and a pure armchair edge structure
(Fig. 3b, c). Comparisons with the model structure and with density
function theory (DFT) -based STM simulations (Fig. 3b) confirm
that the structure of the chevron-type ribbon has been imposed by
the colligated and cyclodehydrogenated monomer 2.

Figure 3c shows a monolayer thin film of N5 6/N5 9 chevron-
type armchair GNRs, with the degree of alignment between neigh-
bouring GNRs improved over that seen in low-coverage samples. The
preferred growth direction of the GNRs is given by the herringbone
reconstruction of the Au(111) substrate. The substrate-controlled
growth direction also limits the ribbon length: The length histogram
(inset in Fig. 3c) drops significantly above ,30 nm, which corre-
sponds to the typical length of the straight segments of the herring-
bone reconstruction of the Au(111) sample used. A significant
increase in ribbon length can thus be expected for template surfaces
favouring unidirectional ribbon growth25,26.

An X-ray photoelectron spectroscopy (XPS) analysis of a mono-
layer thin film of N5 6/N5 9 chevron-type armchair GNRs grown
on a Au(111)/mica surface was performed after sample transfer
through air and subsequent annealing to 450 uC under ultrahigh-
vacuum conditions to desorb volatile contaminants accumulated
during air exposure. The overview XPS spectrum shown in Fig. 3d
exhibits only core level peaks owing to the gold substrate and the
GNRs. The enlarged view of the C1s core level region in the inset
shows that the C 1s peak consists of a single sharp component at
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Figure 2 | Straight GNRs from bianthryl monomers. a, Reaction scheme
from precursor 1 to straight N5 7 GNRs. b, STM image taken after surface-
assisted C–C coupling at 200 uC but before the final cyclodehydrogenation
step, showing a polyanthrylene chain (left, temperature T5 5K, voltage
U5 1.9 V, current I5 0.08 nA), and DFT-based simulation of the STM
image (right) with partially overlaid model of the polymer (blue, carbon;
white, hydrogen). c, Overview STM image after cyclodehydrogenation at
400 uC, showing straight N5 7 GNRs (T5 300K, U523V, I5 0.03 nA).
The inset shows a higher-resolution STM image taken at 35K (U521.5 V,
I5 0.5 nA). d, Raman spectrum (532 nm) of straightN5 7 GNRs. The peak
at 396 cm21 is characteristic for the 0.74 nmwidth of theN5 7 ribbons. The
inset shows the atomic displacements characteristic for the radial-breathing-
like mode at 396 cm21. e, High-resolution STM image with partly overlaid
molecular model (blue) of the ribbon (T5 5K, U520.1 V, I5 0.2 nA). At
the bottom left is aDFT-based STM simulation of theN5 7 ribbon shown as
a greyscale image.
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Figure 3 | Chevron-type GNRs from tetraphenyl-triphenylene monomers.
a, Reaction scheme from 6,11-dibromo-1,2,3,4-tetraphenyltriphenylene
monomer 2 to chevron-type GNRs. b, Overview STM image of chevron-type
GNRs fabricated on a Au(111) surface (T5 35K, U522V, I5 0.02 nA).
The inset shows a high-resolution STM image (T5 77K, U522V,
I5 0.5 nA) and a DFT-based simulation of the STM image (greyscale) with
partly overlaid molecular model of the ribbon (blue, carbon; white,
hydrogen). c, Monolayer sample of chevron GNRs on Au(111): STM image
and corresponding ribbon length distribution. d, XPS survey of amonolayer
sample of chevron-type GNRs with core levels and valence band (VB)
labelled. The C1s core level spectrum (inset) consists of a single component
located at 284.5 eV binding energy (full-width at half-maximum, FWHM
0.87 eV). The absence of oxygen-related spectral features proves the
chemical inertness of theGNRswith respect to ambient conditions: blue bars
indicate the energy position for C–O, C5O and COOH (with increasing
chemical shift); see text.
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model (1.0 nm). STM simulations (Fig. 2b, right side, greyscale) that
account for the finite tip radius perfectly reproduce the apparent
height and width of the polyanthrylenes. The fully aromatic system
is obtained by annealing the sample in a second step at 400 uC, which
induces intramolecular cyclodehydrogenation of the polymer chain
and hence the formation of an N5 7 armchair ribbon (Fig. 2c) with
half the periodicity of the polymeric chain (0.42 nm) and a markedly
reduced apparent height of 0.18 nm (Supplementary Fig. 3). STM
simulations are in perfect agreement with experimental images
(Fig. 2e), confirming that the reaction products are atomically precise
N5 7 GNRs with fully hydrogen-terminated armchair edges.

The Raman spectrum in Fig. 2d of a densely packed layer of N5 7
armchair GNRs grown on a 200-nmAu(111) film on amica substrate
further attests to theuniformwidthof the ribbons: besides theDandG
peaks23 and several other peaks appearing due to the finite width and
low symmetry of the ribbons, the spectrum exhibits the width-specific
radial-breathing-like mode24 as a sharp peak at 396 cm21 (in excellent
agreement with our calculated value of 394 cm21). This implies that
the radial-breathing-like mode is indeed a sensitive probe of GNR
width (N5 6 and N5 8 GNRs have radial-breathing-like mode fre-
quencies about 50 cm21 higher and lower, respectively24).

In our method the topology of the GNRs produced is determined
by the functionality pattern of the precursor monomers, allowing the
fabrication of ribbons with complex shapes. As an example, Fig. 3a
illustrates the strategy for fabricating chevron-type GNRs with
alternating widths of N5 6 and N5 9 using 6,11-dibromo-1,2,3,4-
tetraphenyltriphenylene precursor monomers 2. Initial colligation of
the dehalogenated intermediates on Au(111) at 250 uC yields chains,
in which adjacent monomers have opposite orientation with respect

to the polymer main axis (Supplementary Fig. 2). The fully aromatic
GNR is then produced during a second annealing step at 440 uC,
which causes intramolecular cyclodehydrogenation of the polymer
chain as is shown by a reduction of the apparent height from 0.25 nm
to 0.18 nm (Supplementary Fig. 3). The resultant chevron-type GNRs
have a periodicity of 1.70 nm and a pure armchair edge structure
(Fig. 3b, c). Comparisons with the model structure and with density
function theory (DFT) -based STM simulations (Fig. 3b) confirm
that the structure of the chevron-type ribbon has been imposed by
the colligated and cyclodehydrogenated monomer 2.

Figure 3c shows a monolayer thin film of N5 6/N5 9 chevron-
type armchair GNRs, with the degree of alignment between neigh-
bouring GNRs improved over that seen in low-coverage samples. The
preferred growth direction of the GNRs is given by the herringbone
reconstruction of the Au(111) substrate. The substrate-controlled
growth direction also limits the ribbon length: The length histogram
(inset in Fig. 3c) drops significantly above ,30 nm, which corre-
sponds to the typical length of the straight segments of the herring-
bone reconstruction of the Au(111) sample used. A significant
increase in ribbon length can thus be expected for template surfaces
favouring unidirectional ribbon growth25,26.

An X-ray photoelectron spectroscopy (XPS) analysis of a mono-
layer thin film of N5 6/N5 9 chevron-type armchair GNRs grown
on a Au(111)/mica surface was performed after sample transfer
through air and subsequent annealing to 450 uC under ultrahigh-
vacuum conditions to desorb volatile contaminants accumulated
during air exposure. The overview XPS spectrum shown in Fig. 3d
exhibits only core level peaks owing to the gold substrate and the
GNRs. The enlarged view of the C1s core level region in the inset
shows that the C 1s peak consists of a single sharp component at
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at 396 cm21 is characteristic for the 0.74 nmwidth of theN5 7 ribbons. The
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The inset shows a high-resolution STM image (T5 77K, U522V,
I5 0.5 nA) and a DFT-based simulation of the STM image (greyscale) with
partly overlaid molecular model of the ribbon (blue, carbon; white,
hydrogen). c, Monolayer sample of chevron GNRs on Au(111): STM image
and corresponding ribbon length distribution. d, XPS survey of amonolayer
sample of chevron-type GNRs with core levels and valence band (VB)
labelled. The C1s core level spectrum (inset) consists of a single component
located at 284.5 eV binding energy (full-width at half-maximum, FWHM
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GNR ELECTRONIC PROPERTIES

Following previous convention [4–15], the GNRs with
armchair shaped edges on both sides are classified by the
number of dimer lines (Na) across the ribbon width as
shown in Fig. 1(a). Likewise, ribbons with zigzag shaped
edges on both sides are classified by the number of the
zigzag chains (Nz) across the ribbon width [Fig. 1(b)]. We
refer to a GNR with Na dimer lines as a Na-AGNR and a
GNR with Nz zigzag chains as a Nz-ZGNR.

Our calculations show that the Na-AGNRs are semi-
conductors with energy gaps which decrease as a function
of increasing ribbon widths (wa). The variations in energy
gap however exhibit three distinct family behaviors
[Fig. 2]. Moreover, the energy gaps obtained by a simple
TB model are quite different from those by first-principles
calculations. The TB results using a constant nearest neigh-
bor hopping integral, t ! 2:7 eV [22] between !-electrons
are summarized as function of width in Fig. 2(a). It shows
that a Na-AGNR is metallic if Na ! 3p" 2 (where p is a
positive integer) or otherwise, it is semiconducting, in
agreement with previous calculations [4–10]. The gap of
a Na-AGNR (!Na) is inversely proportional to its width,

separated into basically two groups with a hierarchy of gap
size given by !3p * !3p"1 >!3p"2#! 0$ for all p’s. For
the first-principles calculations, however, there are no me-
tallic nanoribbons. The gaps as a function of ribbon width
are now well separated into three different categories (or
family structures) as shown in Fig. 2(b). Moreover, the
gap size hierarchy is also changed to !3p"1 > !3p >
!3p"2#! 0$. For example, in the first-principles calcula-
tion for p ! 13, the lowest energy gap is !38 ! 45 meV
and !40 %!39 ! 68 meV, all of which are quite larger
values compared to those (0 and %2 meV, respectively)
obtained from TB approximations. The first-principles
band structures of Na-AGNRs are shown in Fig. 2(c) for
Na ! 12, 13, and 14. They exhibit direct band gaps at
kda ! 0 for all cases.

A determining factor in the semiconducting behavior of
Na-AGNR is quantum confinement which can be charac-
terized by !Na & w%1

a [4–10]. In addition, as will be dis-
cussed below, the edge effects play a crucial role and force
the (3p" 2)-AGNRs (predicted to be metallic by TB
model) to be semiconductors. The edge carbon atoms of
our AGNRs are passivated by hydrogen atoms (by some
foreign atoms or molecules in general) so that the " bonds
between hydrogen and carbon and the on-site energies of
the carbons at the edges would be different from those in
the middle of the AGNRs. The bonding distances between
carbon atoms at the edges are also expected to change
accordingly. Such effects have been observed in large
aromatic molecules, e.g., ovalene (C32H14) [26]. In
Fig. 3(a), we show that the bond lengths parallel to dimer
lines at edges [a1 and aNa for Na-AGNR in Fig. 1(a)] are
shortened by 3:3& 3:5% for the 12-, 13-, and 14-AGNR as
compared to those in the middle of the ribbon. From the
analytic expressions for TB matrix elements between car-
bon atoms in Ref. [27], a 3.5% decrease in interatomic
distance from 1.422 Å would induce a 12% increase in the
hopping integral between !-orbitals.

To see the consequence of such effects more clearly, we
introduce a lattice model [Fig. 3(b)] which is equivalent to
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FIG. 1 (color online). (a) Schematic of a 11-AGNR. The
empty circles denote hydrogen atoms passivating the edge
carbon atoms, and the black and gray rectangles represent atomic
sites belonging to different sublattice in the graphene structure.
The 1D unit cell distance and ribbon width are represented by da
and wa, respectively. The carbon-carbon distances on the nth
dimer line is denoted by an. (b) Schematic of a 6-ZGNR. The
empty circles and rectangles follow the same convention de-
scribed in (a). The 1D unit cell distance and the ribbon width are
denoted by dz and wz, respectively.
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FIG. 2 (color online). The variation of band gaps of
Na-AGNRs as a function of width (wa) obtained (a) from TB
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calculations (symbols). The solid lines in (b) are from Eq. (1).
(c) First-principles band structures of Na-AGNRs with Na ! 12,
13, and 14, respectively.
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FIG. 3 (color online). (a) The ratio of the calculated change in
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1:423 "A for Na ! 14, respectively. (b) Topologically equivalent
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into a two-leg ladder with Na rungs (right).
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the AGNRs within the TB approximation [4–7]. The set of
eigenvalues of a brick type lattice shown in Fig. 3(b)
at kda ! 0 is further equivalent to that of a two-
leg ladder system with Na rungs [4–7]. The Hamiltonian
of this simpler model can be written as H !
PNa
n!1

P2
!!1 "!;na

y
!;na!;n "

PNa
n!1 t

?
n #ay1;na2;n $ H:c:% "

PNa"1
n!1

P2
!!1 t

jj
n;n$1#ay!;na!;n$1 $ H:c:%, where fn;!g de-

note a site, "!;n site energies, tjjn;n$1 and t?n the nearest
neighbor hopping integrals within each leg and between
the legs, respectively, and a!;n the annihilation operator of
"-electrons on the nth site of the !th leg. As discussed
above and shown in Fig. 3(a), t?n and "!;n at the edges
would differ from those in the middle of GNRs. Hence,
considering the simplest but essential variation from the
exact solvable model to approximate the realistic situ-
ations, we assume that t?1 ! t?Na & #1$ #%t and t?n & t

for n ! 2; . . . ; Na " 1, and tjjn;n$1 & t for all n’s. The site
energies are set at "!;n & "0 for n ! 1 and Na and 0
otherwise regardless of !. This model Hamiltonian is
solved pertubatively and the resulting energy gaps to the
first order in # and "0 are as follows,
 

!3p ’ !0
3p "

8#t
3p$ 1

sin2 p"
3p$ 1

;

!3p$1 ’ !0
3p$1 $

8#t
3p$ 2

sin2 #p$ 1%"
3p$ 2

;

!3p$2 ’ !0
3p$2 $

2j#jt
p$ 1

;

(1)

where !0
3p, !0

3p$1, and !0
3p$2 are the gaps of the ideally

terminated ribbon when # ! "0 ! 0. They are given by
t'4 cos p"

3p$1" 2(, t'2" 4 cos#p$1%"
3p$2 ( and 0, respectively.

The zeroth-order gaps are identical to the values obtained
from numerical calculations in Fig. 2(a) [4–7]. With
t ! 2:7 #eV% [22] and # ! 0:12, the calculated gaps ob-
tained using Eq. (1) are in good agreement with our LDA
results [Fig. 2(b)]. This implies that the 12% increase of the
hopping integrals between carbon atoms at the edges opens
the gaps of the (3p$ 2)-AGNRs and decreases (increases)
the gaps of 3p-AGNRs [(3p$ 1)-AGNRs]. This analysis
provides the physical explanation of the changes in the gap
hierarchy discussed before. We note that there is no con-
tribution from the variation in the site energies ("0) at the
edges to first order.

Next, we find that nanoribbons with zigzag shaped edges
also have direct band gaps which decrease with increasing
width (wz). The eigenstates of the ZGNRs near EF, without
considering spins, have a peculiar edge-state structure. As
noted earlier within the tight-binding picture [4], there are
two edge states decaying into the center of the ZGNR with
a decay profile depending on their momentum as )e"$kr,
where $k & " 2!!

3
p
dz

lnj2 coskdz2 j [ 2"
3 * kdz * ", dz ! unit

cell length shown in Fig. 1(b)]. Our first-principles calcu-
lation also predicts a set of doubly degenerate flat edge-

state bands at EF when not considering spins (not shown
here). Since the edge-states around EF form flat bands,
they give rise to a very large density of states at EF.
Thus, infinitesimally small on-site repulsions could make
the ZGNRs magnetic [4], unlike the case with two-
dimensional graphene which has a zero density of states
at EF. As pointed out in a TB study earlier [4] and later
confirmed by first-principles studies [11–13], our LSDA
calculation also shows that the ground state of ZGNRs with
hydrogen passivated zigzag edges indeed have finite mag-
netic moments on each edge with negligible change in
atomic structure [11–14].

Upon inclusion of the spin degrees of freedom within
LSDA, the ZGNR are predicted to have a magnetic insu-
lating ground state with ferromagnetic ordering at each
zigzag edge and antiparallel spin orientation between the
two edges. The spatial spin distributions of the ground state
in the case of 12-ZGNR is displayed in Fig. 4(a). The small
spin-orbit coupling [28] in carbon atoms is neglected in the
present study, and we label one spin orientation as $-spin
(red) and the opposite as %-spin (blue) in Fig. 4(a). The
total energy difference per edge atom between nonspin-
polarized and spin-polarized edge states increases from
20 meV (Nz ! 8) to 24 meV (Nz ! 16). These energy
differences are further stabilized by an antiferromagnetic
coupling between the two edges. The total energy differ-
ence between ferromagnetic and antiferromagnetic cou-
plings between edges, however, decreases as Nz increases
and eventually becomes negligible if the width is signifi-
cantly larger than the decay length of the spin-polarized
edge states [12]. The ferromagnetic-antiferromagnetic en-
ergy differences per unit cell are 4.0, 1.8, and 0.4 meV for
the 8-, 16-, and 32-ZGNR, respectively. Our LSDA results
agree with previous studies [4,11,12] and are consistent
with a theorem based on the Hubbard Hamiltonian on a
bipartite lattice [29]. Though infinite range spontaneous
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ARMCHAIR-ARMCHAIR

conventional notation used for straight nanoribbons.
Achiral GNWs can be viewed as an armchair- or zigzag-
edged GNR from which trapezoidal wedges [in red on
Fig. 1(a)] are symmetrically removed on alternating sides.
It is convenient to define the width of the parallel (P!) and
oblique (O!) sectors by the number of C! C dimer lines
(! ¼ A) or zigzag strips (! ¼ Z) along theirwidth, depend-
ing on whether these are armchair or zigzag sectors. The
length of an O sector is linearly related to the width of the
initial GNR, while the length of the P sector is defined
relative to the length of the smallest basis of the neighboring
trapezoidal wedge.We adopt a (P!,O") notation to identify

each structure uniquely. For example, the nanowiggles
reported experimentally inRef. [4] have a specific geometry
made of a periodic combination of A GNR sectors with
widths corresponding to (9A, 6A), as shown on Fig. 1(b).
Here, we will consider an extended set of systems in
which the P! and O" edges can assume AA [e.g. (9A, 6A),
Fig. 1(b)], AZ [e.g. (6A, 7Z), Fig. 1(c)], ZA [e.g. (4Z, 9A),
Fig. 1(d)], or ZZ [e.g. (7Z, 7Z), Fig. 1(e)] geometries. In this
extended set, the length of theO sector is chosen such that at
least one full zigzag or armchair strip along the GNW is not
cut by the wedges, while the P sector is defined to have the
shortest allowed length.

The electronic properties of the systems depicted in
Fig. 1 have been calculated within a GGA-based density
functional theory (DFT) approach. The DFT calculations
were performed with VASP [6]. We computed the electronic
properties after full atomic relaxation, using a fine k-point
sampling and PAW pseudopotentials, with a cutoff energy
of 400 eV for the plane-wave basis set. DFT is too compu-
tationally demanding to perform a systematic study of the
relationship between the details of the geometry and the
electronic properties of GNWs of any size. Fortunately,
compared to DFT, the less expensive #-band tight-binding
approach yields a good quantitative description of the
electronic properties of carbon nanostructures. The present
self-consistent tight-binding þU (TBU) calculations are
based on the model of Ref. [7] with first-, second-,
and third-nearest-neighbor hopping integrals given by
t1 ¼ 3:2 eV, t2 ¼ 0 eV and t3 ¼ 0:3 eV, respectively.
The different chemical environment at the edges was ac-
counted for by including a !t1 ¼ 0:2 eV correction to the
t1 parameter for the frontier atoms [7]. Further, a precise
description of the magnetic interaction in GNRs has been
shown to be tractable when the total Hamiltonian includes
an explicit Hubbard-like term where spin-spin interactions
are treated in a mean-field fashion. This is accomplished by
introducing a positive U parameter that quantifies the
magnitude of the on-site electron-electron interaction. In
practice, this TBU model has been shown to capture the
most relevant physical aspects of magnetic states in a
number of graphitic systems, including zigzag GNRs [8].
A precise value of the U interaction strength is chosen to
match the TBU and DFT band structures for the systems

depicted on Fig. 1 considering all their magnetic configu-
rations. The one-parameter fit results in U ¼ 0:92t1. The
TBU and DFT results are shown in solid and dashed lines,
respectively, in Fig. 2. This figure indicates a remarkable
agreement between the DFT and TBU results, and gives us
confidence in using the TBU model for the systematic
studies performed subsequently. The DFT calculations
were performed with edge atoms properly saturated with
hydrogen atoms, as implicitly included in the TBU model.
We used the model Hamiltonian to study a total of 393 AA,
153 AZ, 75 ZA, and 171 ZZ structures corresponding to a
wide range of P and O sector widths [9].
The existence of multiple magnetic states is a major

signature of the rich properties of GNWs (Fig. 2). This
finding can be rationalized from the properties of individ-
ual zigzag and armchair edged GNRs: while armchair
systems are nonmagnetic, zigzag systems’ ground state is
antiferromagnetic [10]. It follows that the AA systems only
exist in a nonmagnetic electronic configuration. The large
band gap (1.5 eV) observed in the AA GNWof Fig. 1(b) is
compatible with the properties of the individual armchair
sectors (9A, 6A) which present large band gaps sincePA and
OA are multiple of 3 [10]. The energy gaps around the
Fermi energy (EF) are plotted for a variety of AAGNWs as
a function of OA and PA in Fig. 3(a) (OA and PA were

FIG. 2 (color). DFT (dashed lines) and TBU (solid lines)
electronic band structures corresponding to the different mag-
netic states for the representative AA, AZ, ZA and ZZ GNWs
shown in Fig. 1. The schematic spin distributions (red: down,
black: up) are shown on top of each panel.
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varied from 4 to 25). They can be classified according the
multiple-of-three rules,1 as evidenced by grids evenly
spaced in units of 3. The energy gap!N for armchair edged
nanoribbons with N ¼ ð3iþ jÞC% C lines follows the
relation !3iþ1 > !3i > !3iþ2, which also explains why
structures with modðPA;3Þ ¼ modðOA;3Þ ¼ 2 possess the
smallest gaps [shown in dark blue patterns in Fig. 3(a)].

AZ GNW structures have stable or metastable paramag-
netic, ferromagnetic, and antiferromagnetic spin configu-
rations. The specific bands of the (6A, 7Z) GNW in Fig. 1(c)
are shown in Fig. 2. The paramagnetic (PM) state has four
spin-degenerated bands characterized by a very small dis-
persion (< 0:1 eV) around EF. Those bands show a two-
by-two folded structure relative to the X point in the
Brillouin zone. This degeneracy is due to the presence of
an improper translation symmetry (translationþ C2 axis in
the molecular plane) in the atomistic structure (i.e., the spin
distribution displays the full symmetry of the atomic struc-
ture, including the order 2 rotation). Deliberate choices of
initial guess for the on-site occupations allow the self-
consistent process to converge into four different magnetic
states. These states are schematically plotted on top of
Fig. 2 and their presence can be understood from the

properties of individual Z GNRs. The plot highlights the
origin of each spin configuration compatible with periodic
boundary conditions. They are labeled according to the
edge-to-edge spin orientations: ferromagnetic (FM), anti-
ferromagnetic (AFM), trans-anti-ferromagnetic (TAFM),
and longitudinal-anti-ferromagnetic (LAFM). In each of
those states, the spin polarization is maximal on the zigzag
edges, where it has a local ferromagnetic ordering. The
polarization decreases quickly from the center of the edges
to the corner where the zigzag edge meets the armchair
geometry. The FM state presents a splitting between spin-
up and -down bands, which opens a !TBU ¼ 0:27 eV
(!DFT ¼ 0:30 eV) energy gap. The spin polarized valence
state corresponds to the polarization localized at the
edges. This polarization is favored while electron-electron
interaction pushes the (minority spin) conduction band to
higher energy. The other three configurations have no
net polarization and their electronic bands are all spin
degenerated. The AFM state has a !TBU ¼ 0:42 eV
(!DFT ¼ 0:46 eV) band gap, and the bands closest to EF

present very little dispersion, because the spatial spin
distribution is restricted to the portion of the nanowiggle
with a zigzag edge (e.g., the zigzag portion behaves like a
quantum dot, in a way similar to reported antidot graphene
[11]). DFT total energy calculations can be used to assess
the relative stability of the various phases. Note that in all
the systems studied in this work, careful (DFT) geometry
relaxation does not yield appreciable differences between
the various magnetic states of a given GNW, thereby ruling
out the possibility of a spin-Peierls transition. The TBU
band-structure energy provides another operational way to
compare structure stability. It is easily computed as

ETBU ¼ REF%1 EnðEÞdE where nðEÞ is the density of states.
This approximate expression turns out to provide a good
predictive framework, compared to the more accurate and
computational expensive DFT approach. We found
the AFM state to be the most stable: compared to the
AFM, DFT (TBU) relative energy is 0.288 eV (0.852 eV)
for PM, 0.020 eV (0.027 eV) for TAFM, 0.025 eV
(0.027 eV) for LAFM and 0.045 eV (0.046 eV) for FM.
Since AFM is the most stable configuration, we performed
the systematic band gap study based on that particular spin
distribution. The AZ-GNW series considered here spans
sector widths PA and OZ from 5 to 17 [Fig. 3(b)]. We
observe three distinct behaviors corresponding to sector
widths PA such that modðPA; 3Þ ¼ 0, 1, or 2. Moving
horizontally across the chart, the electronic band gap os-
cillates slightly for small OZ values and gradually con-
verges to a PA-dependent constant corresponding to the
isolated A GNR originated from the wedge-healed GNW.
The TAFM and LAFM states present features similar to
those mentioned for the AFM configuration. However, the
symmetry of the spin distributions in these two last states is
reduced since they break the helical symmetry and the
degeneracy is lifted at the X point.

FIG. 3 (color). Energy band gap as a function of P and O for
the PM state in AA GNWs (a), and for the AFM state in AZ (b),
ZA, (c) and ZZ (d) GNWs. The points absent on the upper-left
corner of each graph correspond to geometries not allowed by
the particular choice for the lengths of the P and O sectors. For
(b)–(d), the systems that do not possess a stable AFM distribu-
tion of spins are marked by a cross. In these charts, the band
gap minima and maxima are !AA

min ¼ 1 meV, !AA
max ¼ 1:7 eV,

!AZ
min ¼ 183 meV, !AZ

max ¼ 446 meV, !ZA
min ¼ 107 meV,

!ZA
max ¼ 477 meV, !ZZ

min ¼ 208 meV, !ZZ
max ¼ 491 meV.
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varied from 4 to 25). They can be classified according the
multiple-of-three rules,1 as evidenced by grids evenly
spaced in units of 3. The energy gap!N for armchair edged
nanoribbons with N ¼ ð3iþ jÞC% C lines follows the
relation !3iþ1 > !3i > !3iþ2, which also explains why
structures with modðPA;3Þ ¼ modðOA;3Þ ¼ 2 possess the
smallest gaps [shown in dark blue patterns in Fig. 3(a)].

AZ GNW structures have stable or metastable paramag-
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rations. The specific bands of the (6A, 7Z) GNW in Fig. 1(c)
are shown in Fig. 2. The paramagnetic (PM) state has four
spin-degenerated bands characterized by a very small dis-
persion (< 0:1 eV) around EF. Those bands show a two-
by-two folded structure relative to the X point in the
Brillouin zone. This degeneracy is due to the presence of
an improper translation symmetry (translationþ C2 axis in
the molecular plane) in the atomistic structure (i.e., the spin
distribution displays the full symmetry of the atomic struc-
ture, including the order 2 rotation). Deliberate choices of
initial guess for the on-site occupations allow the self-
consistent process to converge into four different magnetic
states. These states are schematically plotted on top of
Fig. 2 and their presence can be understood from the

properties of individual Z GNRs. The plot highlights the
origin of each spin configuration compatible with periodic
boundary conditions. They are labeled according to the
edge-to-edge spin orientations: ferromagnetic (FM), anti-
ferromagnetic (AFM), trans-anti-ferromagnetic (TAFM),
and longitudinal-anti-ferromagnetic (LAFM). In each of
those states, the spin polarization is maximal on the zigzag
edges, where it has a local ferromagnetic ordering. The
polarization decreases quickly from the center of the edges
to the corner where the zigzag edge meets the armchair
geometry. The FM state presents a splitting between spin-
up and -down bands, which opens a !TBU ¼ 0:27 eV
(!DFT ¼ 0:30 eV) energy gap. The spin polarized valence
state corresponds to the polarization localized at the
edges. This polarization is favored while electron-electron
interaction pushes the (minority spin) conduction band to
higher energy. The other three configurations have no
net polarization and their electronic bands are all spin
degenerated. The AFM state has a !TBU ¼ 0:42 eV
(!DFT ¼ 0:46 eV) band gap, and the bands closest to EF

present very little dispersion, because the spatial spin
distribution is restricted to the portion of the nanowiggle
with a zigzag edge (e.g., the zigzag portion behaves like a
quantum dot, in a way similar to reported antidot graphene
[11]). DFT total energy calculations can be used to assess
the relative stability of the various phases. Note that in all
the systems studied in this work, careful (DFT) geometry
relaxation does not yield appreciable differences between
the various magnetic states of a given GNW, thereby ruling
out the possibility of a spin-Peierls transition. The TBU
band-structure energy provides another operational way to
compare structure stability. It is easily computed as

ETBU ¼ REF%1 EnðEÞdE where nðEÞ is the density of states.
This approximate expression turns out to provide a good
predictive framework, compared to the more accurate and
computational expensive DFT approach. We found
the AFM state to be the most stable: compared to the
AFM, DFT (TBU) relative energy is 0.288 eV (0.852 eV)
for PM, 0.020 eV (0.027 eV) for TAFM, 0.025 eV
(0.027 eV) for LAFM and 0.045 eV (0.046 eV) for FM.
Since AFM is the most stable configuration, we performed
the systematic band gap study based on that particular spin
distribution. The AZ-GNW series considered here spans
sector widths PA and OZ from 5 to 17 [Fig. 3(b)]. We
observe three distinct behaviors corresponding to sector
widths PA such that modðPA; 3Þ ¼ 0, 1, or 2. Moving
horizontally across the chart, the electronic band gap os-
cillates slightly for small OZ values and gradually con-
verges to a PA-dependent constant corresponding to the
isolated A GNR originated from the wedge-healed GNW.
The TAFM and LAFM states present features similar to
those mentioned for the AFM configuration. However, the
symmetry of the spin distributions in these two last states is
reduced since they break the helical symmetry and the
degeneracy is lifted at the X point.

FIG. 3 (color). Energy band gap as a function of P and O for
the PM state in AA GNWs (a), and for the AFM state in AZ (b),
ZA, (c) and ZZ (d) GNWs. The points absent on the upper-left
corner of each graph correspond to geometries not allowed by
the particular choice for the lengths of the P and O sectors. For
(b)–(d), the systems that do not possess a stable AFM distribu-
tion of spins are marked by a cross. In these charts, the band
gap minima and maxima are !AA
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multiple-of-three rules,1 as evidenced by grids evenly
spaced in units of 3. The energy gap!N for armchair edged
nanoribbons with N ¼ ð3iþ jÞC% C lines follows the
relation !3iþ1 > !3i > !3iþ2, which also explains why
structures with modðPA;3Þ ¼ modðOA;3Þ ¼ 2 possess the
smallest gaps [shown in dark blue patterns in Fig. 3(a)].

AZ GNW structures have stable or metastable paramag-
netic, ferromagnetic, and antiferromagnetic spin configu-
rations. The specific bands of the (6A, 7Z) GNW in Fig. 1(c)
are shown in Fig. 2. The paramagnetic (PM) state has four
spin-degenerated bands characterized by a very small dis-
persion (< 0:1 eV) around EF. Those bands show a two-
by-two folded structure relative to the X point in the
Brillouin zone. This degeneracy is due to the presence of
an improper translation symmetry (translationþ C2 axis in
the molecular plane) in the atomistic structure (i.e., the spin
distribution displays the full symmetry of the atomic struc-
ture, including the order 2 rotation). Deliberate choices of
initial guess for the on-site occupations allow the self-
consistent process to converge into four different magnetic
states. These states are schematically plotted on top of
Fig. 2 and their presence can be understood from the

properties of individual Z GNRs. The plot highlights the
origin of each spin configuration compatible with periodic
boundary conditions. They are labeled according to the
edge-to-edge spin orientations: ferromagnetic (FM), anti-
ferromagnetic (AFM), trans-anti-ferromagnetic (TAFM),
and longitudinal-anti-ferromagnetic (LAFM). In each of
those states, the spin polarization is maximal on the zigzag
edges, where it has a local ferromagnetic ordering. The
polarization decreases quickly from the center of the edges
to the corner where the zigzag edge meets the armchair
geometry. The FM state presents a splitting between spin-
up and -down bands, which opens a !TBU ¼ 0:27 eV
(!DFT ¼ 0:30 eV) energy gap. The spin polarized valence
state corresponds to the polarization localized at the
edges. This polarization is favored while electron-electron
interaction pushes the (minority spin) conduction band to
higher energy. The other three configurations have no
net polarization and their electronic bands are all spin
degenerated. The AFM state has a !TBU ¼ 0:42 eV
(!DFT ¼ 0:46 eV) band gap, and the bands closest to EF

present very little dispersion, because the spatial spin
distribution is restricted to the portion of the nanowiggle
with a zigzag edge (e.g., the zigzag portion behaves like a
quantum dot, in a way similar to reported antidot graphene
[11]). DFT total energy calculations can be used to assess
the relative stability of the various phases. Note that in all
the systems studied in this work, careful (DFT) geometry
relaxation does not yield appreciable differences between
the various magnetic states of a given GNW, thereby ruling
out the possibility of a spin-Peierls transition. The TBU
band-structure energy provides another operational way to
compare structure stability. It is easily computed as

ETBU ¼ REF%1 EnðEÞdE where nðEÞ is the density of states.
This approximate expression turns out to provide a good
predictive framework, compared to the more accurate and
computational expensive DFT approach. We found
the AFM state to be the most stable: compared to the
AFM, DFT (TBU) relative energy is 0.288 eV (0.852 eV)
for PM, 0.020 eV (0.027 eV) for TAFM, 0.025 eV
(0.027 eV) for LAFM and 0.045 eV (0.046 eV) for FM.
Since AFM is the most stable configuration, we performed
the systematic band gap study based on that particular spin
distribution. The AZ-GNW series considered here spans
sector widths PA and OZ from 5 to 17 [Fig. 3(b)]. We
observe three distinct behaviors corresponding to sector
widths PA such that modðPA; 3Þ ¼ 0, 1, or 2. Moving
horizontally across the chart, the electronic band gap os-
cillates slightly for small OZ values and gradually con-
verges to a PA-dependent constant corresponding to the
isolated A GNR originated from the wedge-healed GNW.
The TAFM and LAFM states present features similar to
those mentioned for the AFM configuration. However, the
symmetry of the spin distributions in these two last states is
reduced since they break the helical symmetry and the
degeneracy is lifted at the X point.

FIG. 3 (color). Energy band gap as a function of P and O for
the PM state in AA GNWs (a), and for the AFM state in AZ (b),
ZA, (c) and ZZ (d) GNWs. The points absent on the upper-left
corner of each graph correspond to geometries not allowed by
the particular choice for the lengths of the P and O sectors. For
(b)–(d), the systems that do not possess a stable AFM distribu-
tion of spins are marked by a cross. In these charts, the band
gap minima and maxima are !AA
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conventional notation used for straight nanoribbons.
Achiral GNWs can be viewed as an armchair- or zigzag-
edged GNR from which trapezoidal wedges [in red on
Fig. 1(a)] are symmetrically removed on alternating sides.
It is convenient to define the width of the parallel (P!) and
oblique (O!) sectors by the number of C! C dimer lines
(! ¼ A) or zigzag strips (! ¼ Z) along theirwidth, depend-
ing on whether these are armchair or zigzag sectors. The
length of an O sector is linearly related to the width of the
initial GNR, while the length of the P sector is defined
relative to the length of the smallest basis of the neighboring
trapezoidal wedge.We adopt a (P!,O") notation to identify

each structure uniquely. For example, the nanowiggles
reported experimentally inRef. [4] have a specific geometry
made of a periodic combination of A GNR sectors with
widths corresponding to (9A, 6A), as shown on Fig. 1(b).
Here, we will consider an extended set of systems in
which the P! and O" edges can assume AA [e.g. (9A, 6A),
Fig. 1(b)], AZ [e.g. (6A, 7Z), Fig. 1(c)], ZA [e.g. (4Z, 9A),
Fig. 1(d)], or ZZ [e.g. (7Z, 7Z), Fig. 1(e)] geometries. In this
extended set, the length of theO sector is chosen such that at
least one full zigzag or armchair strip along the GNW is not
cut by the wedges, while the P sector is defined to have the
shortest allowed length.

The electronic properties of the systems depicted in
Fig. 1 have been calculated within a GGA-based density
functional theory (DFT) approach. The DFT calculations
were performed with VASP [6]. We computed the electronic
properties after full atomic relaxation, using a fine k-point
sampling and PAW pseudopotentials, with a cutoff energy
of 400 eV for the plane-wave basis set. DFT is too compu-
tationally demanding to perform a systematic study of the
relationship between the details of the geometry and the
electronic properties of GNWs of any size. Fortunately,
compared to DFT, the less expensive #-band tight-binding
approach yields a good quantitative description of the
electronic properties of carbon nanostructures. The present
self-consistent tight-binding þU (TBU) calculations are
based on the model of Ref. [7] with first-, second-,
and third-nearest-neighbor hopping integrals given by
t1 ¼ 3:2 eV, t2 ¼ 0 eV and t3 ¼ 0:3 eV, respectively.
The different chemical environment at the edges was ac-
counted for by including a !t1 ¼ 0:2 eV correction to the
t1 parameter for the frontier atoms [7]. Further, a precise
description of the magnetic interaction in GNRs has been
shown to be tractable when the total Hamiltonian includes
an explicit Hubbard-like term where spin-spin interactions
are treated in a mean-field fashion. This is accomplished by
introducing a positive U parameter that quantifies the
magnitude of the on-site electron-electron interaction. In
practice, this TBU model has been shown to capture the
most relevant physical aspects of magnetic states in a
number of graphitic systems, including zigzag GNRs [8].
A precise value of the U interaction strength is chosen to
match the TBU and DFT band structures for the systems

depicted on Fig. 1 considering all their magnetic configu-
rations. The one-parameter fit results in U ¼ 0:92t1. The
TBU and DFT results are shown in solid and dashed lines,
respectively, in Fig. 2. This figure indicates a remarkable
agreement between the DFT and TBU results, and gives us
confidence in using the TBU model for the systematic
studies performed subsequently. The DFT calculations
were performed with edge atoms properly saturated with
hydrogen atoms, as implicitly included in the TBU model.
We used the model Hamiltonian to study a total of 393 AA,
153 AZ, 75 ZA, and 171 ZZ structures corresponding to a
wide range of P and O sector widths [9].
The existence of multiple magnetic states is a major

signature of the rich properties of GNWs (Fig. 2). This
finding can be rationalized from the properties of individ-
ual zigzag and armchair edged GNRs: while armchair
systems are nonmagnetic, zigzag systems’ ground state is
antiferromagnetic [10]. It follows that the AA systems only
exist in a nonmagnetic electronic configuration. The large
band gap (1.5 eV) observed in the AA GNWof Fig. 1(b) is
compatible with the properties of the individual armchair
sectors (9A, 6A) which present large band gaps sincePA and
OA are multiple of 3 [10]. The energy gaps around the
Fermi energy (EF) are plotted for a variety of AAGNWs as
a function of OA and PA in Fig. 3(a) (OA and PA were

FIG. 2 (color). DFT (dashed lines) and TBU (solid lines)
electronic band structures corresponding to the different mag-
netic states for the representative AA, AZ, ZA and ZZ GNWs
shown in Fig. 1. The schematic spin distributions (red: down,
black: up) are shown on top of each panel.
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oblique (O!) sectors by the number of C! C dimer lines
(! ¼ A) or zigzag strips (! ¼ Z) along theirwidth, depend-
ing on whether these are armchair or zigzag sectors. The
length of an O sector is linearly related to the width of the
initial GNR, while the length of the P sector is defined
relative to the length of the smallest basis of the neighboring
trapezoidal wedge.We adopt a (P!,O") notation to identify

each structure uniquely. For example, the nanowiggles
reported experimentally inRef. [4] have a specific geometry
made of a periodic combination of A GNR sectors with
widths corresponding to (9A, 6A), as shown on Fig. 1(b).
Here, we will consider an extended set of systems in
which the P! and O" edges can assume AA [e.g. (9A, 6A),
Fig. 1(b)], AZ [e.g. (6A, 7Z), Fig. 1(c)], ZA [e.g. (4Z, 9A),
Fig. 1(d)], or ZZ [e.g. (7Z, 7Z), Fig. 1(e)] geometries. In this
extended set, the length of theO sector is chosen such that at
least one full zigzag or armchair strip along the GNW is not
cut by the wedges, while the P sector is defined to have the
shortest allowed length.

The electronic properties of the systems depicted in
Fig. 1 have been calculated within a GGA-based density
functional theory (DFT) approach. The DFT calculations
were performed with VASP [6]. We computed the electronic
properties after full atomic relaxation, using a fine k-point
sampling and PAW pseudopotentials, with a cutoff energy
of 400 eV for the plane-wave basis set. DFT is too compu-
tationally demanding to perform a systematic study of the
relationship between the details of the geometry and the
electronic properties of GNWs of any size. Fortunately,
compared to DFT, the less expensive #-band tight-binding
approach yields a good quantitative description of the
electronic properties of carbon nanostructures. The present
self-consistent tight-binding þU (TBU) calculations are
based on the model of Ref. [7] with first-, second-,
and third-nearest-neighbor hopping integrals given by
t1 ¼ 3:2 eV, t2 ¼ 0 eV and t3 ¼ 0:3 eV, respectively.
The different chemical environment at the edges was ac-
counted for by including a !t1 ¼ 0:2 eV correction to the
t1 parameter for the frontier atoms [7]. Further, a precise
description of the magnetic interaction in GNRs has been
shown to be tractable when the total Hamiltonian includes
an explicit Hubbard-like term where spin-spin interactions
are treated in a mean-field fashion. This is accomplished by
introducing a positive U parameter that quantifies the
magnitude of the on-site electron-electron interaction. In
practice, this TBU model has been shown to capture the
most relevant physical aspects of magnetic states in a
number of graphitic systems, including zigzag GNRs [8].
A precise value of the U interaction strength is chosen to
match the TBU and DFT band structures for the systems

depicted on Fig. 1 considering all their magnetic configu-
rations. The one-parameter fit results in U ¼ 0:92t1. The
TBU and DFT results are shown in solid and dashed lines,
respectively, in Fig. 2. This figure indicates a remarkable
agreement between the DFT and TBU results, and gives us
confidence in using the TBU model for the systematic
studies performed subsequently. The DFT calculations
were performed with edge atoms properly saturated with
hydrogen atoms, as implicitly included in the TBU model.
We used the model Hamiltonian to study a total of 393 AA,
153 AZ, 75 ZA, and 171 ZZ structures corresponding to a
wide range of P and O sector widths [9].
The existence of multiple magnetic states is a major

signature of the rich properties of GNWs (Fig. 2). This
finding can be rationalized from the properties of individ-
ual zigzag and armchair edged GNRs: while armchair
systems are nonmagnetic, zigzag systems’ ground state is
antiferromagnetic [10]. It follows that the AA systems only
exist in a nonmagnetic electronic configuration. The large
band gap (1.5 eV) observed in the AA GNWof Fig. 1(b) is
compatible with the properties of the individual armchair
sectors (9A, 6A) which present large band gaps sincePA and
OA are multiple of 3 [10]. The energy gaps around the
Fermi energy (EF) are plotted for a variety of AAGNWs as
a function of OA and PA in Fig. 3(a) (OA and PA were

FIG. 2 (color). DFT (dashed lines) and TBU (solid lines)
electronic band structures corresponding to the different mag-
netic states for the representative AA, AZ, ZA and ZZ GNWs
shown in Fig. 1. The schematic spin distributions (red: down,
black: up) are shown on top of each panel.
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extended set, the length of theO sector is chosen such that at
least one full zigzag or armchair strip along the GNW is not
cut by the wedges, while the P sector is defined to have the
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The electronic properties of the systems depicted in
Fig. 1 have been calculated within a GGA-based density
functional theory (DFT) approach. The DFT calculations
were performed with VASP [6]. We computed the electronic
properties after full atomic relaxation, using a fine k-point
sampling and PAW pseudopotentials, with a cutoff energy
of 400 eV for the plane-wave basis set. DFT is too compu-
tationally demanding to perform a systematic study of the
relationship between the details of the geometry and the
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compared to DFT, the less expensive #-band tight-binding
approach yields a good quantitative description of the
electronic properties of carbon nanostructures. The present
self-consistent tight-binding þU (TBU) calculations are
based on the model of Ref. [7] with first-, second-,
and third-nearest-neighbor hopping integrals given by
t1 ¼ 3:2 eV, t2 ¼ 0 eV and t3 ¼ 0:3 eV, respectively.
The different chemical environment at the edges was ac-
counted for by including a !t1 ¼ 0:2 eV correction to the
t1 parameter for the frontier atoms [7]. Further, a precise
description of the magnetic interaction in GNRs has been
shown to be tractable when the total Hamiltonian includes
an explicit Hubbard-like term where spin-spin interactions
are treated in a mean-field fashion. This is accomplished by
introducing a positive U parameter that quantifies the
magnitude of the on-site electron-electron interaction. In
practice, this TBU model has been shown to capture the
most relevant physical aspects of magnetic states in a
number of graphitic systems, including zigzag GNRs [8].
A precise value of the U interaction strength is chosen to
match the TBU and DFT band structures for the systems

depicted on Fig. 1 considering all their magnetic configu-
rations. The one-parameter fit results in U ¼ 0:92t1. The
TBU and DFT results are shown in solid and dashed lines,
respectively, in Fig. 2. This figure indicates a remarkable
agreement between the DFT and TBU results, and gives us
confidence in using the TBU model for the systematic
studies performed subsequently. The DFT calculations
were performed with edge atoms properly saturated with
hydrogen atoms, as implicitly included in the TBU model.
We used the model Hamiltonian to study a total of 393 AA,
153 AZ, 75 ZA, and 171 ZZ structures corresponding to a
wide range of P and O sector widths [9].
The existence of multiple magnetic states is a major

signature of the rich properties of GNWs (Fig. 2). This
finding can be rationalized from the properties of individ-
ual zigzag and armchair edged GNRs: while armchair
systems are nonmagnetic, zigzag systems’ ground state is
antiferromagnetic [10]. It follows that the AA systems only
exist in a nonmagnetic electronic configuration. The large
band gap (1.5 eV) observed in the AA GNWof Fig. 1(b) is
compatible with the properties of the individual armchair
sectors (9A, 6A) which present large band gaps sincePA and
OA are multiple of 3 [10]. The energy gaps around the
Fermi energy (EF) are plotted for a variety of AAGNWs as
a function of OA and PA in Fig. 3(a) (OA and PA were

FIG. 2 (color). DFT (dashed lines) and TBU (solid lines)
electronic band structures corresponding to the different mag-
netic states for the representative AA, AZ, ZA and ZZ GNWs
shown in Fig. 1. The schematic spin distributions (red: down,
black: up) are shown on top of each panel.

P HY S I CA L R EV I EW LE T T E R S

2 2varied from 4 to 25). They can be classified according the
multiple-of-three rules,1 as evidenced by grids evenly
spaced in units of 3. The energy gap!N for armchair edged
nanoribbons with N ¼ ð3iþ jÞC% C lines follows the
relation !3iþ1 > !3i > !3iþ2, which also explains why
structures with modðPA;3Þ ¼ modðOA;3Þ ¼ 2 possess the
smallest gaps [shown in dark blue patterns in Fig. 3(a)].

AZ GNW structures have stable or metastable paramag-
netic, ferromagnetic, and antiferromagnetic spin configu-
rations. The specific bands of the (6A, 7Z) GNW in Fig. 1(c)
are shown in Fig. 2. The paramagnetic (PM) state has four
spin-degenerated bands characterized by a very small dis-
persion (< 0:1 eV) around EF. Those bands show a two-
by-two folded structure relative to the X point in the
Brillouin zone. This degeneracy is due to the presence of
an improper translation symmetry (translationþ C2 axis in
the molecular plane) in the atomistic structure (i.e., the spin
distribution displays the full symmetry of the atomic struc-
ture, including the order 2 rotation). Deliberate choices of
initial guess for the on-site occupations allow the self-
consistent process to converge into four different magnetic
states. These states are schematically plotted on top of
Fig. 2 and their presence can be understood from the

properties of individual Z GNRs. The plot highlights the
origin of each spin configuration compatible with periodic
boundary conditions. They are labeled according to the
edge-to-edge spin orientations: ferromagnetic (FM), anti-
ferromagnetic (AFM), trans-anti-ferromagnetic (TAFM),
and longitudinal-anti-ferromagnetic (LAFM). In each of
those states, the spin polarization is maximal on the zigzag
edges, where it has a local ferromagnetic ordering. The
polarization decreases quickly from the center of the edges
to the corner where the zigzag edge meets the armchair
geometry. The FM state presents a splitting between spin-
up and -down bands, which opens a !TBU ¼ 0:27 eV
(!DFT ¼ 0:30 eV) energy gap. The spin polarized valence
state corresponds to the polarization localized at the
edges. This polarization is favored while electron-electron
interaction pushes the (minority spin) conduction band to
higher energy. The other three configurations have no
net polarization and their electronic bands are all spin
degenerated. The AFM state has a !TBU ¼ 0:42 eV
(!DFT ¼ 0:46 eV) band gap, and the bands closest to EF

present very little dispersion, because the spatial spin
distribution is restricted to the portion of the nanowiggle
with a zigzag edge (e.g., the zigzag portion behaves like a
quantum dot, in a way similar to reported antidot graphene
[11]). DFT total energy calculations can be used to assess
the relative stability of the various phases. Note that in all
the systems studied in this work, careful (DFT) geometry
relaxation does not yield appreciable differences between
the various magnetic states of a given GNW, thereby ruling
out the possibility of a spin-Peierls transition. The TBU
band-structure energy provides another operational way to
compare structure stability. It is easily computed as

ETBU ¼ REF%1 EnðEÞdE where nðEÞ is the density of states.
This approximate expression turns out to provide a good
predictive framework, compared to the more accurate and
computational expensive DFT approach. We found
the AFM state to be the most stable: compared to the
AFM, DFT (TBU) relative energy is 0.288 eV (0.852 eV)
for PM, 0.020 eV (0.027 eV) for TAFM, 0.025 eV
(0.027 eV) for LAFM and 0.045 eV (0.046 eV) for FM.
Since AFM is the most stable configuration, we performed
the systematic band gap study based on that particular spin
distribution. The AZ-GNW series considered here spans
sector widths PA and OZ from 5 to 17 [Fig. 3(b)]. We
observe three distinct behaviors corresponding to sector
widths PA such that modðPA; 3Þ ¼ 0, 1, or 2. Moving
horizontally across the chart, the electronic band gap os-
cillates slightly for small OZ values and gradually con-
verges to a PA-dependent constant corresponding to the
isolated A GNR originated from the wedge-healed GNW.
The TAFM and LAFM states present features similar to
those mentioned for the AFM configuration. However, the
symmetry of the spin distributions in these two last states is
reduced since they break the helical symmetry and the
degeneracy is lifted at the X point.

FIG. 3 (color). Energy band gap as a function of P and O for
the PM state in AA GNWs (a), and for the AFM state in AZ (b),
ZA, (c) and ZZ (d) GNWs. The points absent on the upper-left
corner of each graph correspond to geometries not allowed by
the particular choice for the lengths of the P and O sectors. For
(b)–(d), the systems that do not possess a stable AFM distribu-
tion of spins are marked by a cross. In these charts, the band
gap minima and maxima are !AA

min ¼ 1 meV, !AA
max ¼ 1:7 eV,

!AZ
min ¼ 183 meV, !AZ

max ¼ 446 meV, !ZA
min ¼ 107 meV,

!ZA
max ¼ 477 meV, !ZZ

min ¼ 208 meV, !ZZ
max ¼ 491 meV.
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varied from 4 to 25). They can be classified according the
multiple-of-three rules,1 as evidenced by grids evenly
spaced in units of 3. The energy gap!N for armchair edged
nanoribbons with N ¼ ð3iþ jÞC% C lines follows the
relation !3iþ1 > !3i > !3iþ2, which also explains why
structures with modðPA;3Þ ¼ modðOA;3Þ ¼ 2 possess the
smallest gaps [shown in dark blue patterns in Fig. 3(a)].

AZ GNW structures have stable or metastable paramag-
netic, ferromagnetic, and antiferromagnetic spin configu-
rations. The specific bands of the (6A, 7Z) GNW in Fig. 1(c)
are shown in Fig. 2. The paramagnetic (PM) state has four
spin-degenerated bands characterized by a very small dis-
persion (< 0:1 eV) around EF. Those bands show a two-
by-two folded structure relative to the X point in the
Brillouin zone. This degeneracy is due to the presence of
an improper translation symmetry (translationþ C2 axis in
the molecular plane) in the atomistic structure (i.e., the spin
distribution displays the full symmetry of the atomic struc-
ture, including the order 2 rotation). Deliberate choices of
initial guess for the on-site occupations allow the self-
consistent process to converge into four different magnetic
states. These states are schematically plotted on top of
Fig. 2 and their presence can be understood from the

properties of individual Z GNRs. The plot highlights the
origin of each spin configuration compatible with periodic
boundary conditions. They are labeled according to the
edge-to-edge spin orientations: ferromagnetic (FM), anti-
ferromagnetic (AFM), trans-anti-ferromagnetic (TAFM),
and longitudinal-anti-ferromagnetic (LAFM). In each of
those states, the spin polarization is maximal on the zigzag
edges, where it has a local ferromagnetic ordering. The
polarization decreases quickly from the center of the edges
to the corner where the zigzag edge meets the armchair
geometry. The FM state presents a splitting between spin-
up and -down bands, which opens a !TBU ¼ 0:27 eV
(!DFT ¼ 0:30 eV) energy gap. The spin polarized valence
state corresponds to the polarization localized at the
edges. This polarization is favored while electron-electron
interaction pushes the (minority spin) conduction band to
higher energy. The other three configurations have no
net polarization and their electronic bands are all spin
degenerated. The AFM state has a !TBU ¼ 0:42 eV
(!DFT ¼ 0:46 eV) band gap, and the bands closest to EF

present very little dispersion, because the spatial spin
distribution is restricted to the portion of the nanowiggle
with a zigzag edge (e.g., the zigzag portion behaves like a
quantum dot, in a way similar to reported antidot graphene
[11]). DFT total energy calculations can be used to assess
the relative stability of the various phases. Note that in all
the systems studied in this work, careful (DFT) geometry
relaxation does not yield appreciable differences between
the various magnetic states of a given GNW, thereby ruling
out the possibility of a spin-Peierls transition. The TBU
band-structure energy provides another operational way to
compare structure stability. It is easily computed as

ETBU ¼ REF%1 EnðEÞdE where nðEÞ is the density of states.
This approximate expression turns out to provide a good
predictive framework, compared to the more accurate and
computational expensive DFT approach. We found
the AFM state to be the most stable: compared to the
AFM, DFT (TBU) relative energy is 0.288 eV (0.852 eV)
for PM, 0.020 eV (0.027 eV) for TAFM, 0.025 eV
(0.027 eV) for LAFM and 0.045 eV (0.046 eV) for FM.
Since AFM is the most stable configuration, we performed
the systematic band gap study based on that particular spin
distribution. The AZ-GNW series considered here spans
sector widths PA and OZ from 5 to 17 [Fig. 3(b)]. We
observe three distinct behaviors corresponding to sector
widths PA such that modðPA; 3Þ ¼ 0, 1, or 2. Moving
horizontally across the chart, the electronic band gap os-
cillates slightly for small OZ values and gradually con-
verges to a PA-dependent constant corresponding to the
isolated A GNR originated from the wedge-healed GNW.
The TAFM and LAFM states present features similar to
those mentioned for the AFM configuration. However, the
symmetry of the spin distributions in these two last states is
reduced since they break the helical symmetry and the
degeneracy is lifted at the X point.

FIG. 3 (color). Energy band gap as a function of P and O for
the PM state in AA GNWs (a), and for the AFM state in AZ (b),
ZA, (c) and ZZ (d) GNWs. The points absent on the upper-left
corner of each graph correspond to geometries not allowed by
the particular choice for the lengths of the P and O sectors. For
(b)–(d), the systems that do not possess a stable AFM distribu-
tion of spins are marked by a cross. In these charts, the band
gap minima and maxima are !AA

min ¼ 1 meV, !AA
max ¼ 1:7 eV,

!AZ
min ¼ 183 meV, !AZ

max ¼ 446 meV, !ZA
min ¼ 107 meV,

!ZA
max ¼ 477 meV, !ZZ
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varied from 4 to 25). They can be classified according the
multiple-of-three rules,1 as evidenced by grids evenly
spaced in units of 3. The energy gap!N for armchair edged
nanoribbons with N ¼ ð3iþ jÞC% C lines follows the
relation !3iþ1 > !3i > !3iþ2, which also explains why
structures with modðPA;3Þ ¼ modðOA;3Þ ¼ 2 possess the
smallest gaps [shown in dark blue patterns in Fig. 3(a)].

AZ GNW structures have stable or metastable paramag-
netic, ferromagnetic, and antiferromagnetic spin configu-
rations. The specific bands of the (6A, 7Z) GNW in Fig. 1(c)
are shown in Fig. 2. The paramagnetic (PM) state has four
spin-degenerated bands characterized by a very small dis-
persion (< 0:1 eV) around EF. Those bands show a two-
by-two folded structure relative to the X point in the
Brillouin zone. This degeneracy is due to the presence of
an improper translation symmetry (translationþ C2 axis in
the molecular plane) in the atomistic structure (i.e., the spin
distribution displays the full symmetry of the atomic struc-
ture, including the order 2 rotation). Deliberate choices of
initial guess for the on-site occupations allow the self-
consistent process to converge into four different magnetic
states. These states are schematically plotted on top of
Fig. 2 and their presence can be understood from the

properties of individual Z GNRs. The plot highlights the
origin of each spin configuration compatible with periodic
boundary conditions. They are labeled according to the
edge-to-edge spin orientations: ferromagnetic (FM), anti-
ferromagnetic (AFM), trans-anti-ferromagnetic (TAFM),
and longitudinal-anti-ferromagnetic (LAFM). In each of
those states, the spin polarization is maximal on the zigzag
edges, where it has a local ferromagnetic ordering. The
polarization decreases quickly from the center of the edges
to the corner where the zigzag edge meets the armchair
geometry. The FM state presents a splitting between spin-
up and -down bands, which opens a !TBU ¼ 0:27 eV
(!DFT ¼ 0:30 eV) energy gap. The spin polarized valence
state corresponds to the polarization localized at the
edges. This polarization is favored while electron-electron
interaction pushes the (minority spin) conduction band to
higher energy. The other three configurations have no
net polarization and their electronic bands are all spin
degenerated. The AFM state has a !TBU ¼ 0:42 eV
(!DFT ¼ 0:46 eV) band gap, and the bands closest to EF

present very little dispersion, because the spatial spin
distribution is restricted to the portion of the nanowiggle
with a zigzag edge (e.g., the zigzag portion behaves like a
quantum dot, in a way similar to reported antidot graphene
[11]). DFT total energy calculations can be used to assess
the relative stability of the various phases. Note that in all
the systems studied in this work, careful (DFT) geometry
relaxation does not yield appreciable differences between
the various magnetic states of a given GNW, thereby ruling
out the possibility of a spin-Peierls transition. The TBU
band-structure energy provides another operational way to
compare structure stability. It is easily computed as

ETBU ¼ REF%1 EnðEÞdE where nðEÞ is the density of states.
This approximate expression turns out to provide a good
predictive framework, compared to the more accurate and
computational expensive DFT approach. We found
the AFM state to be the most stable: compared to the
AFM, DFT (TBU) relative energy is 0.288 eV (0.852 eV)
for PM, 0.020 eV (0.027 eV) for TAFM, 0.025 eV
(0.027 eV) for LAFM and 0.045 eV (0.046 eV) for FM.
Since AFM is the most stable configuration, we performed
the systematic band gap study based on that particular spin
distribution. The AZ-GNW series considered here spans
sector widths PA and OZ from 5 to 17 [Fig. 3(b)]. We
observe three distinct behaviors corresponding to sector
widths PA such that modðPA; 3Þ ¼ 0, 1, or 2. Moving
horizontally across the chart, the electronic band gap os-
cillates slightly for small OZ values and gradually con-
verges to a PA-dependent constant corresponding to the
isolated A GNR originated from the wedge-healed GNW.
The TAFM and LAFM states present features similar to
those mentioned for the AFM configuration. However, the
symmetry of the spin distributions in these two last states is
reduced since they break the helical symmetry and the
degeneracy is lifted at the X point.

FIG. 3 (color). Energy band gap as a function of P and O for
the PM state in AA GNWs (a), and for the AFM state in AZ (b),
ZA, (c) and ZZ (d) GNWs. The points absent on the upper-left
corner of each graph correspond to geometries not allowed by
the particular choice for the lengths of the P and O sectors. For
(b)–(d), the systems that do not possess a stable AFM distribu-
tion of spins are marked by a cross. In these charts, the band
gap minima and maxima are !AA
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varied from 4 to 25). They can be classified according the
multiple-of-three rules,1 as evidenced by grids evenly
spaced in units of 3. The energy gap!N for armchair edged
nanoribbons with N ¼ ð3iþ jÞC% C lines follows the
relation !3iþ1 > !3i > !3iþ2, which also explains why
structures with modðPA;3Þ ¼ modðOA;3Þ ¼ 2 possess the
smallest gaps [shown in dark blue patterns in Fig. 3(a)].

AZ GNW structures have stable or metastable paramag-
netic, ferromagnetic, and antiferromagnetic spin configu-
rations. The specific bands of the (6A, 7Z) GNW in Fig. 1(c)
are shown in Fig. 2. The paramagnetic (PM) state has four
spin-degenerated bands characterized by a very small dis-
persion (< 0:1 eV) around EF. Those bands show a two-
by-two folded structure relative to the X point in the
Brillouin zone. This degeneracy is due to the presence of
an improper translation symmetry (translationþ C2 axis in
the molecular plane) in the atomistic structure (i.e., the spin
distribution displays the full symmetry of the atomic struc-
ture, including the order 2 rotation). Deliberate choices of
initial guess for the on-site occupations allow the self-
consistent process to converge into four different magnetic
states. These states are schematically plotted on top of
Fig. 2 and their presence can be understood from the

properties of individual Z GNRs. The plot highlights the
origin of each spin configuration compatible with periodic
boundary conditions. They are labeled according to the
edge-to-edge spin orientations: ferromagnetic (FM), anti-
ferromagnetic (AFM), trans-anti-ferromagnetic (TAFM),
and longitudinal-anti-ferromagnetic (LAFM). In each of
those states, the spin polarization is maximal on the zigzag
edges, where it has a local ferromagnetic ordering. The
polarization decreases quickly from the center of the edges
to the corner where the zigzag edge meets the armchair
geometry. The FM state presents a splitting between spin-
up and -down bands, which opens a !TBU ¼ 0:27 eV
(!DFT ¼ 0:30 eV) energy gap. The spin polarized valence
state corresponds to the polarization localized at the
edges. This polarization is favored while electron-electron
interaction pushes the (minority spin) conduction band to
higher energy. The other three configurations have no
net polarization and their electronic bands are all spin
degenerated. The AFM state has a !TBU ¼ 0:42 eV
(!DFT ¼ 0:46 eV) band gap, and the bands closest to EF

present very little dispersion, because the spatial spin
distribution is restricted to the portion of the nanowiggle
with a zigzag edge (e.g., the zigzag portion behaves like a
quantum dot, in a way similar to reported antidot graphene
[11]). DFT total energy calculations can be used to assess
the relative stability of the various phases. Note that in all
the systems studied in this work, careful (DFT) geometry
relaxation does not yield appreciable differences between
the various magnetic states of a given GNW, thereby ruling
out the possibility of a spin-Peierls transition. The TBU
band-structure energy provides another operational way to
compare structure stability. It is easily computed as

ETBU ¼ REF%1 EnðEÞdE where nðEÞ is the density of states.
This approximate expression turns out to provide a good
predictive framework, compared to the more accurate and
computational expensive DFT approach. We found
the AFM state to be the most stable: compared to the
AFM, DFT (TBU) relative energy is 0.288 eV (0.852 eV)
for PM, 0.020 eV (0.027 eV) for TAFM, 0.025 eV
(0.027 eV) for LAFM and 0.045 eV (0.046 eV) for FM.
Since AFM is the most stable configuration, we performed
the systematic band gap study based on that particular spin
distribution. The AZ-GNW series considered here spans
sector widths PA and OZ from 5 to 17 [Fig. 3(b)]. We
observe three distinct behaviors corresponding to sector
widths PA such that modðPA; 3Þ ¼ 0, 1, or 2. Moving
horizontally across the chart, the electronic band gap os-
cillates slightly for small OZ values and gradually con-
verges to a PA-dependent constant corresponding to the
isolated A GNR originated from the wedge-healed GNW.
The TAFM and LAFM states present features similar to
those mentioned for the AFM configuration. However, the
symmetry of the spin distributions in these two last states is
reduced since they break the helical symmetry and the
degeneracy is lifted at the X point.

FIG. 3 (color). Energy band gap as a function of P and O for
the PM state in AA GNWs (a), and for the AFM state in AZ (b),
ZA, (c) and ZZ (d) GNWs. The points absent on the upper-left
corner of each graph correspond to geometries not allowed by
the particular choice for the lengths of the P and O sectors. For
(b)–(d), the systems that do not possess a stable AFM distribu-
tion of spins are marked by a cross. In these charts, the band
gap minima and maxima are !AA

min ¼ 1 meV, !AA
max ¼ 1:7 eV,

!AZ
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varied from 4 to 25). They can be classified according the
multiple-of-three rules,1 as evidenced by grids evenly
spaced in units of 3. The energy gap!N for armchair edged
nanoribbons with N ¼ ð3iþ jÞC% C lines follows the
relation !3iþ1 > !3i > !3iþ2, which also explains why
structures with modðPA;3Þ ¼ modðOA;3Þ ¼ 2 possess the
smallest gaps [shown in dark blue patterns in Fig. 3(a)].

AZ GNW structures have stable or metastable paramag-
netic, ferromagnetic, and antiferromagnetic spin configu-
rations. The specific bands of the (6A, 7Z) GNW in Fig. 1(c)
are shown in Fig. 2. The paramagnetic (PM) state has four
spin-degenerated bands characterized by a very small dis-
persion (< 0:1 eV) around EF. Those bands show a two-
by-two folded structure relative to the X point in the
Brillouin zone. This degeneracy is due to the presence of
an improper translation symmetry (translationþ C2 axis in
the molecular plane) in the atomistic structure (i.e., the spin
distribution displays the full symmetry of the atomic struc-
ture, including the order 2 rotation). Deliberate choices of
initial guess for the on-site occupations allow the self-
consistent process to converge into four different magnetic
states. These states are schematically plotted on top of
Fig. 2 and their presence can be understood from the

properties of individual Z GNRs. The plot highlights the
origin of each spin configuration compatible with periodic
boundary conditions. They are labeled according to the
edge-to-edge spin orientations: ferromagnetic (FM), anti-
ferromagnetic (AFM), trans-anti-ferromagnetic (TAFM),
and longitudinal-anti-ferromagnetic (LAFM). In each of
those states, the spin polarization is maximal on the zigzag
edges, where it has a local ferromagnetic ordering. The
polarization decreases quickly from the center of the edges
to the corner where the zigzag edge meets the armchair
geometry. The FM state presents a splitting between spin-
up and -down bands, which opens a !TBU ¼ 0:27 eV
(!DFT ¼ 0:30 eV) energy gap. The spin polarized valence
state corresponds to the polarization localized at the
edges. This polarization is favored while electron-electron
interaction pushes the (minority spin) conduction band to
higher energy. The other three configurations have no
net polarization and their electronic bands are all spin
degenerated. The AFM state has a !TBU ¼ 0:42 eV
(!DFT ¼ 0:46 eV) band gap, and the bands closest to EF

present very little dispersion, because the spatial spin
distribution is restricted to the portion of the nanowiggle
with a zigzag edge (e.g., the zigzag portion behaves like a
quantum dot, in a way similar to reported antidot graphene
[11]). DFT total energy calculations can be used to assess
the relative stability of the various phases. Note that in all
the systems studied in this work, careful (DFT) geometry
relaxation does not yield appreciable differences between
the various magnetic states of a given GNW, thereby ruling
out the possibility of a spin-Peierls transition. The TBU
band-structure energy provides another operational way to
compare structure stability. It is easily computed as

ETBU ¼ REF%1 EnðEÞdE where nðEÞ is the density of states.
This approximate expression turns out to provide a good
predictive framework, compared to the more accurate and
computational expensive DFT approach. We found
the AFM state to be the most stable: compared to the
AFM, DFT (TBU) relative energy is 0.288 eV (0.852 eV)
for PM, 0.020 eV (0.027 eV) for TAFM, 0.025 eV
(0.027 eV) for LAFM and 0.045 eV (0.046 eV) for FM.
Since AFM is the most stable configuration, we performed
the systematic band gap study based on that particular spin
distribution. The AZ-GNW series considered here spans
sector widths PA and OZ from 5 to 17 [Fig. 3(b)]. We
observe three distinct behaviors corresponding to sector
widths PA such that modðPA; 3Þ ¼ 0, 1, or 2. Moving
horizontally across the chart, the electronic band gap os-
cillates slightly for small OZ values and gradually con-
verges to a PA-dependent constant corresponding to the
isolated A GNR originated from the wedge-healed GNW.
The TAFM and LAFM states present features similar to
those mentioned for the AFM configuration. However, the
symmetry of the spin distributions in these two last states is
reduced since they break the helical symmetry and the
degeneracy is lifted at the X point.

FIG. 3 (color). Energy band gap as a function of P and O for
the PM state in AA GNWs (a), and for the AFM state in AZ (b),
ZA, (c) and ZZ (d) GNWs. The points absent on the upper-left
corner of each graph correspond to geometries not allowed by
the particular choice for the lengths of the P and O sectors. For
(b)–(d), the systems that do not possess a stable AFM distribu-
tion of spins are marked by a cross. In these charts, the band
gap minima and maxima are !AA

min ¼ 1 meV, !AA
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conventional notation used for straight nanoribbons.
Achiral GNWs can be viewed as an armchair- or zigzag-
edged GNR from which trapezoidal wedges [in red on
Fig. 1(a)] are symmetrically removed on alternating sides.
It is convenient to define the width of the parallel (P!) and
oblique (O!) sectors by the number of C! C dimer lines
(! ¼ A) or zigzag strips (! ¼ Z) along theirwidth, depend-
ing on whether these are armchair or zigzag sectors. The
length of an O sector is linearly related to the width of the
initial GNR, while the length of the P sector is defined
relative to the length of the smallest basis of the neighboring
trapezoidal wedge.We adopt a (P!,O") notation to identify

each structure uniquely. For example, the nanowiggles
reported experimentally inRef. [4] have a specific geometry
made of a periodic combination of A GNR sectors with
widths corresponding to (9A, 6A), as shown on Fig. 1(b).
Here, we will consider an extended set of systems in
which the P! and O" edges can assume AA [e.g. (9A, 6A),
Fig. 1(b)], AZ [e.g. (6A, 7Z), Fig. 1(c)], ZA [e.g. (4Z, 9A),
Fig. 1(d)], or ZZ [e.g. (7Z, 7Z), Fig. 1(e)] geometries. In this
extended set, the length of theO sector is chosen such that at
least one full zigzag or armchair strip along the GNW is not
cut by the wedges, while the P sector is defined to have the
shortest allowed length.

The electronic properties of the systems depicted in
Fig. 1 have been calculated within a GGA-based density
functional theory (DFT) approach. The DFT calculations
were performed with VASP [6]. We computed the electronic
properties after full atomic relaxation, using a fine k-point
sampling and PAW pseudopotentials, with a cutoff energy
of 400 eV for the plane-wave basis set. DFT is too compu-
tationally demanding to perform a systematic study of the
relationship between the details of the geometry and the
electronic properties of GNWs of any size. Fortunately,
compared to DFT, the less expensive #-band tight-binding
approach yields a good quantitative description of the
electronic properties of carbon nanostructures. The present
self-consistent tight-binding þU (TBU) calculations are
based on the model of Ref. [7] with first-, second-,
and third-nearest-neighbor hopping integrals given by
t1 ¼ 3:2 eV, t2 ¼ 0 eV and t3 ¼ 0:3 eV, respectively.
The different chemical environment at the edges was ac-
counted for by including a !t1 ¼ 0:2 eV correction to the
t1 parameter for the frontier atoms [7]. Further, a precise
description of the magnetic interaction in GNRs has been
shown to be tractable when the total Hamiltonian includes
an explicit Hubbard-like term where spin-spin interactions
are treated in a mean-field fashion. This is accomplished by
introducing a positive U parameter that quantifies the
magnitude of the on-site electron-electron interaction. In
practice, this TBU model has been shown to capture the
most relevant physical aspects of magnetic states in a
number of graphitic systems, including zigzag GNRs [8].
A precise value of the U interaction strength is chosen to
match the TBU and DFT band structures for the systems

depicted on Fig. 1 considering all their magnetic configu-
rations. The one-parameter fit results in U ¼ 0:92t1. The
TBU and DFT results are shown in solid and dashed lines,
respectively, in Fig. 2. This figure indicates a remarkable
agreement between the DFT and TBU results, and gives us
confidence in using the TBU model for the systematic
studies performed subsequently. The DFT calculations
were performed with edge atoms properly saturated with
hydrogen atoms, as implicitly included in the TBU model.
We used the model Hamiltonian to study a total of 393 AA,
153 AZ, 75 ZA, and 171 ZZ structures corresponding to a
wide range of P and O sector widths [9].
The existence of multiple magnetic states is a major

signature of the rich properties of GNWs (Fig. 2). This
finding can be rationalized from the properties of individ-
ual zigzag and armchair edged GNRs: while armchair
systems are nonmagnetic, zigzag systems’ ground state is
antiferromagnetic [10]. It follows that the AA systems only
exist in a nonmagnetic electronic configuration. The large
band gap (1.5 eV) observed in the AA GNWof Fig. 1(b) is
compatible with the properties of the individual armchair
sectors (9A, 6A) which present large band gaps sincePA and
OA are multiple of 3 [10]. The energy gaps around the
Fermi energy (EF) are plotted for a variety of AAGNWs as
a function of OA and PA in Fig. 3(a) (OA and PA were

FIG. 2 (color). DFT (dashed lines) and TBU (solid lines)
electronic band structures corresponding to the different mag-
netic states for the representative AA, AZ, ZA and ZZ GNWs
shown in Fig. 1. The schematic spin distributions (red: down,
black: up) are shown on top of each panel.
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varied from 4 to 25). They can be classified according the
multiple-of-three rules,1 as evidenced by grids evenly
spaced in units of 3. The energy gap!N for armchair edged
nanoribbons with N ¼ ð3iþ jÞC% C lines follows the
relation !3iþ1 > !3i > !3iþ2, which also explains why
structures with modðPA;3Þ ¼ modðOA;3Þ ¼ 2 possess the
smallest gaps [shown in dark blue patterns in Fig. 3(a)].

AZ GNW structures have stable or metastable paramag-
netic, ferromagnetic, and antiferromagnetic spin configu-
rations. The specific bands of the (6A, 7Z) GNW in Fig. 1(c)
are shown in Fig. 2. The paramagnetic (PM) state has four
spin-degenerated bands characterized by a very small dis-
persion (< 0:1 eV) around EF. Those bands show a two-
by-two folded structure relative to the X point in the
Brillouin zone. This degeneracy is due to the presence of
an improper translation symmetry (translationþ C2 axis in
the molecular plane) in the atomistic structure (i.e., the spin
distribution displays the full symmetry of the atomic struc-
ture, including the order 2 rotation). Deliberate choices of
initial guess for the on-site occupations allow the self-
consistent process to converge into four different magnetic
states. These states are schematically plotted on top of
Fig. 2 and their presence can be understood from the

properties of individual Z GNRs. The plot highlights the
origin of each spin configuration compatible with periodic
boundary conditions. They are labeled according to the
edge-to-edge spin orientations: ferromagnetic (FM), anti-
ferromagnetic (AFM), trans-anti-ferromagnetic (TAFM),
and longitudinal-anti-ferromagnetic (LAFM). In each of
those states, the spin polarization is maximal on the zigzag
edges, where it has a local ferromagnetic ordering. The
polarization decreases quickly from the center of the edges
to the corner where the zigzag edge meets the armchair
geometry. The FM state presents a splitting between spin-
up and -down bands, which opens a !TBU ¼ 0:27 eV
(!DFT ¼ 0:30 eV) energy gap. The spin polarized valence
state corresponds to the polarization localized at the
edges. This polarization is favored while electron-electron
interaction pushes the (minority spin) conduction band to
higher energy. The other three configurations have no
net polarization and their electronic bands are all spin
degenerated. The AFM state has a !TBU ¼ 0:42 eV
(!DFT ¼ 0:46 eV) band gap, and the bands closest to EF

present very little dispersion, because the spatial spin
distribution is restricted to the portion of the nanowiggle
with a zigzag edge (e.g., the zigzag portion behaves like a
quantum dot, in a way similar to reported antidot graphene
[11]). DFT total energy calculations can be used to assess
the relative stability of the various phases. Note that in all
the systems studied in this work, careful (DFT) geometry
relaxation does not yield appreciable differences between
the various magnetic states of a given GNW, thereby ruling
out the possibility of a spin-Peierls transition. The TBU
band-structure energy provides another operational way to
compare structure stability. It is easily computed as

ETBU ¼ REF%1 EnðEÞdE where nðEÞ is the density of states.
This approximate expression turns out to provide a good
predictive framework, compared to the more accurate and
computational expensive DFT approach. We found
the AFM state to be the most stable: compared to the
AFM, DFT (TBU) relative energy is 0.288 eV (0.852 eV)
for PM, 0.020 eV (0.027 eV) for TAFM, 0.025 eV
(0.027 eV) for LAFM and 0.045 eV (0.046 eV) for FM.
Since AFM is the most stable configuration, we performed
the systematic band gap study based on that particular spin
distribution. The AZ-GNW series considered here spans
sector widths PA and OZ from 5 to 17 [Fig. 3(b)]. We
observe three distinct behaviors corresponding to sector
widths PA such that modðPA; 3Þ ¼ 0, 1, or 2. Moving
horizontally across the chart, the electronic band gap os-
cillates slightly for small OZ values and gradually con-
verges to a PA-dependent constant corresponding to the
isolated A GNR originated from the wedge-healed GNW.
The TAFM and LAFM states present features similar to
those mentioned for the AFM configuration. However, the
symmetry of the spin distributions in these two last states is
reduced since they break the helical symmetry and the
degeneracy is lifted at the X point.

FIG. 3 (color). Energy band gap as a function of P and O for
the PM state in AA GNWs (a), and for the AFM state in AZ (b),
ZA, (c) and ZZ (d) GNWs. The points absent on the upper-left
corner of each graph correspond to geometries not allowed by
the particular choice for the lengths of the P and O sectors. For
(b)–(d), the systems that do not possess a stable AFM distribu-
tion of spins are marked by a cross. In these charts, the band
gap minima and maxima are !AA

min ¼ 1 meV, !AA
max ¼ 1:7 eV,

!AZ
min ¼ 183 meV, !AZ

max ¼ 446 meV, !ZA
min ¼ 107 meV,

!ZA
max ¼ 477 meV, !ZZ

min ¼ 208 meV, !ZZ
max ¼ 491 meV.
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Energetics: 0.055 eV  (PM), 0.056eV (LFiM) 
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9.5 From the one cell system to the periodic system

In the last three sections we studied the transport properties of GNWs from two comple-

mentary points of view. Namely, we considered two different cases: a periodic system and a one

cell structure attached to two semi-infinite GNR electrodes. In this section we aim at describing

how the transport properties behave as we gradually go from one system to the other. In order

to do this, we consider a series of intermediate systems were we have n = 1,2,3,4,5,6,7 GNW

unit cells between two semi-infinite GNR leads as depicted in Fig. 9.15.

Figure 9.15: Systems of n = 1,2,3,4,5,6,7 (11A,6Z) unit cells attached to two semi infinite 11-A-GNR
electrodes.

Here we focus on the (11A,6Z) structure. In Fig. 9.16 we show the conductance curves for

the five different spin distributions in this AZ-GNW.

We observe a common behavior for all the possible AZ-GNW states: as we add more and

more GNW cells between the two semi-infinite A-GNR terminals, an increasing number of

conductance peaks appear within the plotted energy window. In addition, these peaks start to

concentrate in groups which look closer and closer to the conductance plateaus from the periodic

system as the number of sandwiched GNW cells gets large. This is expected since as we have an

increasing number of cells, the GNW’s electronic states gradually cease to behave like localized

scatterers to start forming bands of energy, allowing the ballistic conduction through them as the

number of cells tends to be infinite. Nevertheless, we can already have a good approximation

to the periodic system behavior only with a limited number of GNW cells, as can be seen in

special for the 7-cell systems.

9.5 From the one cell system to the periodic system 196

Figure 9.16: Quantum conductance as a function of energy for the five possible spin distributions in a
periodic (11A,6Z) AZ-GNW and in systems composed by n = 1,2,3,4,5,6,7 (11A,6Z) AZ-GNW unit
cells attached to two semi-infinite 11-A-GNR terminals. Spin-up curves are in black while spin-down
curves are in red. For the AFM, LAFM and PM cases, we present only the spin-up results (the spin-down
curves are identical). Here the Fermi energy is set to EF = 0.

However, the resemblance between the multi-cell systems and their periodic counterpart

does not hold true for the conductance plateaus around the Fermi energy. This is clearly imposed

the leads properties as the 11-A-GNR system is semiconductor (see Fig.9.5). One observes that

in all the states for all systems, the conductance is null on the energy interval corresponding

TUNING RESONANCES
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FOOD FOR THOUGHT

I’ve presented a broad array of 
examples where electronic transport 
is driven by quantum mechanics, far 
from classical regime

Connections to experiment abound, 
yet full connection with actual 
experiment is still largely eluding 
state-of-the art 

What about missing QM ingredients 
(beyond mean field!)?
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