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foreword
The following report Multiscale Modelling for Devices and Circuits is in line with the 
purpose of the MULT.EU.SIM (European Multiscale Simulation for the Computational 
Era) FP7 support action (www.phantomsnet.net/MES). The main aim of this collective 
project coordinated by the CEA (France), is to provide the European Commission with 
a joint vision of multiscale modelling and simulation state-of-the-art and prospects. 
This European vision will serve as the foundation for a joint effort with emphasis toward 
multiscale unifi ed codes and standardized interfaces and workfl ows in a fi eld that is 
currently very fragmented. The MULT.EU.SIM consortium will provide the EC with a 
constructed case allowing it to decide whether or not to launch a proactive initiative in 
the particular fi eld of ICT nanosystems. The horizon is to dispose of predictive simulation 
tools that will allow the design of new devices bypassing most of the fabrication test 
runs, thereby accelerating the pace of development while at the same time sharply 
reducing costs. The MULT.EU.SIM joint vision will emphasize the necessity of integrated 
multiscale workfl ows to model nanosystems from fi rst principles to the fi nal product. 
It will propose a research strategy of which salient points are the optimization of 
computational resources, multidisciplinary and academia-industry (developer-end user) 
collaboration, and coordination at the European level.

In the overall EU strategy for furthering key enabling technologies1 (nanotechnology, 
micro- and nanoelectronics, advanced materials, photonics, industrial biotechnology, 
etc), several initiatives have already been implemented to foster simulation methods. On 
the subject of nanotechnology and more precisely nanoelectronics, the development 
of an integrated multiscale modelling environment for nanomaterials and systems has 
been made an objective of the 2013 call in the NMP2 work-program. The EC is also 
an active partner in the ENIAC joint undertaking3 which goal is to implement a joint 
technology initiative on nanoelectronics (a research program aimed at enhancing the 
further integration and miniaturization of devices and increasing their functionalities). In 
addition, the EC Nano- and converging S&T department convened last fall a “Multiscale, 
multi-phenomena modelling-simulation-design-engineering environment and tools” 
workshop during which simulation research and industry players gathered to identify 
key issues for multiscale modelling. The Commission’s strong interest in developing 
integrated description workfl ows has been then clearly demonstrated.

03

1See http://ec.europa.eu/enterprise/sectors/ict/key_technologies/index_en.htm
2Nanosciences, Nanotechnologies, Materials and New Production Technologies: Theme 4 of the 
Cooperation program within the FP7
(see http://cordis.europa.eu/fp7/cooperation/nanotechnology_en.html )
3European Nanoelectronics Initiative Advisory Council: a public-private partnership focusing on 
nanoelectronics that brings together Member/Associated States, the European Commission, and 
AENEAS (an association representing European R&D actors in this fi eld) 
(see www.eniac.eu/web/index.php)
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Introduction

In this document we try to address the role 
of modelling, and in particular of multi-scale 
modelling of devices and circuits, in the 
development of nanoelectronics in the next 
future. We focus on the contribution that 
modelling can provide to developers of new 
technologies, device and circuit designers, 
and other researchers in the fi eld. Several 
issues need to be addressed, starting from the 
approaches required to achieve a reasonable 
computational effi ciency, to the more 
challenging requirements in the simulation of 
nanoscale devices and circuits with respect to 
what happened in traditional microelectronics, 
to the specifi cally computational aspects, 
and to the needs of industry at this time of 
transition between the fi nal downscaling of 
silicon CMOS technology and the rise of new 
material and device concepts.

This document has been widely circulated in 
the circuit and device modelling community 
and is the result of a wide consensus, as 
testifi ed by the number of authors and of 
contributors that have been acknowledged. 
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if approaches at the level of a full quantum 
description are used. Thus, at the cross-
road of new materials and nanoelectronics, 
multi-scale modelling approaches appear as 
the only option allowing fast progress in the 
near future. This is true not only for emerging 
devices, but also for aggressively scaled 
CMOS and other advanced traditional devices. 
In particular self-heating and thermodynamic 
issues are expected to become relevant for 
all devices at the nanoscale, which requires 
the coupled solution of the electrical and heat 
problems, as discussed also in the example 
on the development of thermodynamically 
consistent hybrid models. 

A manifold of fl avors and codes for ab initio 
simulation exist, such as VASP, AB-INIT, 
ONETEP, or SIESTA, to mention a few, each 
of which is adapted to the specifi c needs 
of their users. These software tools provide 
an atomistic viewpoint by simulating the 
atomic structure from monomers to larger 
clusters of atoms and molecules, with a 
trend to treat larger systems with lower 
accuracy (a commonly accepted practice). 
Ab initio methods were very successful in 
recent years, although LDA (Local Density 
Appoximation) approaches, which represent 
the bulk of currently existing ab initio efforts, 
have well-known problems with the evaluation 
of the bandgap. The ab initio community has 
developed more reliable, although much more 
expensive from a computational point of view, 
methods, such as GW, which still represent 
an open fi eld of research and that can in 
principle provide more accurate quantitative 
estimates of the relevant quantities. Often 
experimental fi ndings are supported by 
means of simulations of at least basic 
properties. There is in general a great need for 
modelling research devices accurately over 
a range of length-scales, taking into account 
the appropriate physics at each scale. For 
example, there is a particular need to model 
the effect of surface gates on low-dimensional 
systems, taking proper account of exposed 
surfaces between the gates.

We have sought to synthesize a shared view 
of the whole community about the future of 
modelling and about the needs that are seen 
as most urgent to support European industry.

Material and device level 

Indeed, as feature sizes are scaled down, 
approaching the few-atom limit, device 
modelling becomes more and more 
interwoven with material modelling, and the 
distinction between these two fi elds starts to 
fade. In the simulation of gate stacks for MOS 
devices, for example, the direct connection 
with atomistic material modelling has been 
apparent for a while [1], but, as conventional 
devices are being shrunk further and emerging 
devices are based on few-nanometer size 
structures, a seamless connection is being 
created between modelling of the functional 
unit and material modelling, which need to be 
integrated into a single multi-scale hierarchy. 
Novel technologies are often based on new 
functional materials put into praxis, such as 
in smart mobile devices (starting from the 
very basic battery), as similarly pointed out 
by the European Commission, stating that 
technology developments are largely driven 
by such advancements: “Alternative paths 
to components and systems development - 
including nano-electronics, more integration 
of functionalities on chips, the use of new 
materials and progress in photonics - will drive 
a large part of technology developments” [2]. 

Many fundamental questions are still open in 
the fi eld of nano-electronics, which cannot 
be answered by means of conventional 
simplifi ed approaches. This type of research is 
highly interdisciplinary, covering the domains 
of chemistry, material science, physics, 
mathematics, and engineering with their 
methods and the extremely wide range of 
length and complexity scales. Advanced 
knowledge of such fi elds has necessarily to 
be combined. In addition, the complexity of 
quantum laws, which start playing a dominant 
role in nano-electronics, makes attempts 
to treat complete devices (and even more 
so complete circuits) practically impossible, 
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the smallest objects at the highest accuracy. 
It can be identifi ed with the full ab initio 
level. Multi-scale modelling defi nes fi rst the 
models on each level and then the interfaces 
for transferring relevant information to the 
respective upper (or even lower, to create a 
feedback loop) level where they are further 
processed. The advantage is that not all 
information available on the computationally 
heavy lower level enters the upper-level 
modelling but only relevant condensed 
information, which is precisely where multi-
scale modelling is benefi ting from. In addition, 
the modelling of interactions at the upper 
macroscopic level replaces the full analysis of 
couplings at the more refi ned lower level. This 
allows one to reduce the work performed at 
the lower level by limiting it to the treatment 
of smaller parts (non-interacting subsystems).

For instance, a fi nite-range impact on 
electrostatics and on electronic properties 
can be expected from impurities or dopants, 
depending on the local surrounding of a host 
crystal. Additional long-range parts such as 
the Coulomb interaction might be separable, 
and can be treated on the upper level. The 
information on local electronic properties 
can still be obtained with massively parallel 
ab initio methods using large supercells. On 
the other hand, the evolution of a system as 
a whole, consisting of millions of atoms, with 
the inclusion of a given distribution of such 
dopants, cannot be predicted by means of ab 
initio methods with the entire system included 
at the same level of detail. 

Taking advantage of the above observation 
and of simplifi ed, but still realistic, modelling 
of a macroscopic part of the system at the 
upper level, a solution can be found by 
treating fully ab initio only a subsystem, in 
order to extract relevant information. Such 
information, together with separate long-
range interactions, completes the upper-
level model for the full system. In the case 
of transport properties of novel materials, 
the interconnections between subsystems 
are analyzed by means of traveling quantum 
particles. The interactions may be nontrivial 

The computational cost of performing 
large scale DFT (Density Functional Theory) 
calculations is unfortunately very heavy, but it 
can be signifi cantly reduced by adopting linear 
scaling approaches as implemented in codes 
such as CONQUEST, ONETEP, SIESTA 
(though SIESTA also does conventional cubic 
scaling and is mostly used in that mode), 
BigDFT, OpenMX and MondoSCF. However, 
while these codes signifi cantly reduce the 
computational cost for large systems, there 
is still the problem that relative timescales 
increase rapidly with system size and hence 
a huge computational challenge results if it is 
necessary to sample a relatively large region of 
parameter space.

The requirement of self-consistency further 
slows down such calculations. Although 
many concepts exist to weaken this impact, 
there is a practical limitation to the size of 
systems that can be described directly and 
in full detail with ab initio methods, at present 
a few nanometers. This, however, is not the 
length scale on which the functionality of even 
the simplest devices can be described, which 
is at least one order of magnitude above. 
Even the basic characteristics of functional 
materials are defi ned on a length scale beyond 
the reach of direct ab initio methods. This is 
because their properties are defi ned by the 
presence of low concentrations of dopants, 
impurities or structural defects. 

Multi-scale modelling is capable of bridging 
across the different length scales. The 
concept is based on the observation that 
not all interactions must necessarily be 
treated within the fi rst principles framework. 
In an ensemble of small systems, certain 
variables average out and can be replaced 
by mean characteristic values which enter as 
parameters into the next level. This allows one 
to introduce a hierarchy of interactions, which 
might be founded either on very general 
considerations or just adapted and valid for 
the specifi cally studied properties. Based on 
this, a hierarchy of levels of treatment may be 
introduced. The lowest (at the nanoscale or, 
better, at the atomic scale) level deals with 
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and in such situation, a time-consuming 
accurate numerical analysis needs to be 
performed.

At the macroscopic level it may be possible 
to reduce the many-electron problem to the 
study of single quasi-particles moving into 
averaged fi elds and weakly interacting with 
the environment. A proper description can 
be provided by alternative formulations of 
quantum mechanics in terms of Green’s 
functions, density matrix, Wigner and Bohm 
representations. However the boundary 
conditions in large systems weakly affect the 
phonons, which become one of the major 
factors of the environment to infl uence the 
carrier transport process.

To design a realistic scenario of the infl uence 
of disorder on transport properties of 
materials and devices one has to consider 
different length scales and modelling 
strategies simultaneously. First, a microscopic 
picture of the atomic structure is necessary to 
access electronic properties. This can only be 
provided with state-of-the-art fi rst principles 
simulations. These calculations can be 
carried out using simple unit cells in the case 
of clean systems. When considering crystal 
imperfections or dopants, larger supercells 
with few impurity atoms or defect sites are 
necessary for the simulation. For the analysis 
of larger structures, for which fi rst-principle 
simulations would be computationally 
prohibitive, simpler approaches, such as 
tight-binding and envelope function methods 
[3] (optimized, if possible, for the specifi c 
application [4,5]), are preferable. In a multi-
scale framework, the parameters on which 
these models operate are extracted by means 
of more detailed ab initio studies performed 
on smaller structures.

Another interesting approach to multi-scale 
simulation is “coarse graining,” a method 
whereby one attempts to obtain a coarse 
model from ab initio techniques. An example 
can be found in Ref. [6], where the authors 
propose the modelization of graphene, from 
the point of view of its mechanical properties, 
in terms of “blobs” consisting of hexagonal 

clusters of carbon atoms and described by 
means of center of mass variables. 

The interface part is an essential ingredient 
of modelling. It defi nes which information 
is exchanged, i.e. which features of the ab 
initio simulation are relevant enough to affect 
the macroscopic length scale. From these 
simulations one extracts electronic structure 
parameters which represent the interactions 
at this level. For the effi ciency of the multi-
scale approach it is very advantageous if the 
extracted parameters are generic. This should 
be considered when setting up the modelling 
strategy to reduce or, at best, avoid feedback 
effects, whenever possible.

Once the macroscopic model is well defi ned 
and its parameters are provided through 
the interface, a variety of situations can be 
investigated keeping the interface parameter 
fi xed but changing the arrangement or 
interconnection of such subsystems and/or 
environmental conditions. In order to make 
usage of the codes accessible to a wide 
audience and to device and circuit designers, 
a special effort will have to be spent on the 
automation of some of the most challenging 
aspects, such as adaptive grid generation 
or the proper choice of underrelaxation and 
convergence parameters. We believe that 
fl exibility will be one of the central advantages 
of multi-scale approaches. This will also help in 
achieving a better understanding of complex 
systems, which at present are otherwise not 
accessible.

Example: Electron-Phonon Interaction 
Models 

The phase space description of electron 
transport allows a convenient formulation of 
a hierarchy of electron-phonon interaction 
models, which range from the most 
comprehensive quantum description to the 
classical Boltzmann picture, as sketched 
in Fig. 1. The generalized Wigner equation 
provides the pure state for a system with 
a single electron moving in a potential and 
coupled to a phonon environment. If the 
information about the phonon subsystem is 
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conserving delta function occurs over longer 
time scales, in the picosecond range, given 
by the classical limit in the phonon term 
and characterized by instantaneous, local in 
position, Boltzmann collisions. Finally, slowly 
varying potentials can be represented by their 
local gradients, thereby leading to the classical 
Boltzmann equation at the very bottom of the 
fi gure. 

Overall, the more physically refi ned approaches 
in the upper part of the hierarchy are extremely 
demanding from the computational point of 
view. For instance, for the Barker-Ferry model 
of evolution of an initial electron distribution in a 
quantum wire, a simulation of a time evolution 
above 250 femtoseconds is hardly reachable, 
even with massive GRID simulations.

obsolete, the phonon variables may be traced 
out under certain assumptions, and with 
approximations including a weak scattering 
limit and an equilibrium environment [7]. The 
obtained model is an equation for the electron 
Wigner function, coupled to two auxiliary 
equations. Further assumptions give rise to 
the Levinson and the Barker-Ferry equations 
for bulk material or quantum wires, where the 
interaction with phonons is rich in quantum 
phenomena such as collisional broadening, 
collision retardation, non-Markovian evolution 
and lack of energy conservation of the 
individual processes. These are related to 
the fi nite duration of the interaction process, 
which typically occurs at the femtosecond 
scale. The establishment of the energy 

Fig. 1 > Hierarchy of kinetic models./

WFF
MODDEL

SYSTEEM 
DESCRIPTTION

PHYSICAL
FEATURES

NNUMERICAL
TTREATMENT

Generalized detailed quantum
electron + phonons

pure state for the electron + 
phonons not possible

Reduced (electron) quantum electron, quantum 
el.-phon. interaction

interference between 
coherent and phonon 

processes
not available

Wigner-Boltzmann
quantum electron, 

Boltzmann el.-phon. 
interaction

coherent and phase-
breaking processes

Monte Carlo

1D

Barker-Ferry or Levinson 
model

classical electron, quantum 
el.-phon

intra-collisional fi eld effect, 
collisional broadening and 

retardation effects

Monte Carlo; deterministic; 
homogeneous or quantum 

wire

Boltzmann classical limit for electron 
and el.-phon. interaction classical transport Monte Carlo: 

3D devices deterministic

Table 1 > Electron-phonon interaction models./
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Example: Organic Semiconductors

Recent advances of multi-scale modelling 
include the simulation of polaron transport 
in organic matter using fi rst-principles and a 
Kubo approach for quantum transport [8]. 
This methodology evaluates the macroscopic 
current response to an applied electric fi eld, 
as probed in standard measurements on 
carrier mobility in organic semiconductors. 
The method is based on microscopic 
parameters which are computed in the ab 
initio framework but is an extension with 
respect to previous conventional approaches 
[9]. Figure 2 shows the theoretical carrier 
mobility of holes in naphthalene compared to 
experimental measurements on highly purifi ed 
material. The effect of disorder is assumed 
to be minor in this study, while the strong 
temperature-dependence is governed by 
phonon scattering of charge carriers.

A signifi cant step forward in our understanding 
of transport in organic matter requires further 
clarifi cation of the impact of disorder. In 
particular, the interplay of impurity scattering 
with phonon scattering is poorly understood 
at present. One of the fundamental open 
questions is still about the temperature 
dependence of the transport regime 
(coherent, or phonon-assisted hopping) as 
well as its dependence on the direction and 

on dimensionality. Consequently, besides 
the study of intrinsic properties, the impact 
of structural disorder and of dopants on 
transport is equally important. The way 
disorder effects are described in the novel 
approach is essentially with a multi-scale 
technique involving the simulation of a 
macroscopic 3D sample with a size of few 
hundred nanometers. It is based on material 
parameters known from previous studies, 
complemented with the inclusion of realistic 
disorder in real space.

Example: Mobility gaps

Undoped single layer graphene behaves 
as a zero-gap semiconductor, and thus 
it turns out to be an unsuitable material 
for achieving effi cient fi eld effect transistor 
functionality for digital applications. Indeed, 
experimental measurements reported ratios 
between the current in the ON state and the 
current in the OFF state not larger than one 
order of magnitude. A possibility to increase 
the (zero) gap of graphene single layers is 
to shrink their lateral dimensions [3]. Using 
e-beam lithographic techniques and oxygen 
plasma etching, graphene nanoribbons can 
be fabricated with ribbon widths of a few 
tens of nanometers, down to about 10 nm. 
This lateral confi nement creates an electronic 

Fig. 2 > Charge carrier mobility in ultrapure naphthalene organic single crystals. Comparison between 
experimental results (middle), new theoretical prediction (left), as well as previous theory (right) for 
mobility anisotropy and temperature dependence. Adapted from [9]./
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One notes however that the existence of 
mobility gaps (with conductance several 
orders magnitude lower than the conductance 
quantum) cannot yield a straightforward 
quantitative estimation of resulting ON/OFF 
current ratio, since this will require computing 
the charge fl ow in a self-consistent manner 
(using a Schrödinger-Poisson solver). This 
will be essential since accumulated charges 
inside the ribbon channel will screen the 
impurity potential in an unpredictable way. 
This evaluation defi nitely deserves specifi c 
consideration and stand as an important 
challenge of multi-scale modelling in the 
Information and Communication Technologies 
(ICT) domain.

Example: Nanowire transistors

Short-channel effects begin to dominate 
behavior in classical, planar MOSFETs when 
transistor gate lengths are below 10 nm. In this 
regime, new device structures that maintain 
electrostatic control of the channel region 
by multiple-gates (“MuGFETs” or “fi nFETS”) 
and gate-all-around geometries (GAA) are 
being pursued, as well as being currently 
implemented in commercial digital integrated 
electronics fabrication. These devices, the 
so-called multi-gate MOSFETs, are effectively 
a silicon nanowire with the gate electrode 
wrapped around the nanowire. This simple 

bandgap [10] with a magnitude decreasing 
with increasing nanoribbon width. However, 
theoretical predictions and experimental 
results have reported energy bandgaps far 
too small or very unstable as a result of edge 
reconstruction and defects, thus preventing, 
at the present stage, from envisioning 
graphene-based devices that outperform 
ultimate CMOS-FETs.

To circumvent such an effect [11], one could 
instead resort to larger-width graphene 
nanoribbons (above 10 nm in lateral size), 
seeking to compensate bandgap shrinking 
by triggering mobility gaps through chemical 
doping (such as substitutional boron or 
nitrogen doping). These mobility gaps are 
unique consequences of a wide distribution 
of quasibound states over the entire valence 
band (for acceptor-type impurities), resulting 
from dopants that are randomly distributed 
across the ribbon width.

In Fig. 3 the conductance (computed with 
the Landauer-Büttiker method) [12] of a 10 
nm wide armchair nanoribbon with low boron 
doping is reported. For a doping density of 
about 0.2%, the system presents a mobility 
gap of the order of 1 eV. When lowering 
the doping level to 0.05%, the mobility gap 
reduces to about 0.5 eV and fi nally becomes 
less than 0.1 eV for lower doping. The 0.2% 
case is obtained for a given nanoribbon 
width and length, so that adjustments need 
to be performed if upscaling either the 
lateral or longitudinal sizes, but the recipe is 
straightforward, once the transport length 
scales (mean free paths, localization length) 
have been computed.

Transport asymmetries can be induced in 
graphene also as a result of adsorbates, as 
shown in [13], where conductivity is computed 
with an analytical approach that yields results 
in good agreement with numerical simulations. 
The analytical approach in [13] is based 
on the kinetic theory for lower adsorbate 
concentrations and on a renormalization 
group analysis for higher concentrations, 
always starting from tight-binding parameters 
derived with DFT techniques.

Fig. 3 > Main panel: average conductance as a 

function of energy for the semiconducting 81-

aGNR and three selected doping rates (0.02%, 

0.05% and 0.2%, from top to bottom). Inset: 

schematic plot of a randomly doped 34-aGNR./
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with gate lengths below 3 nm. Simulations 
reveal that Si-based transistors are physically 
possible without major changes to the design 
philosophy at scales of approximately 1 nm 
wire diameter and 3 nm gate length. Metal or 
silicide source/drain regions are very interesting 
for the reduction of parasitic access resistances 
[18]. Quantum-mechanical tunneling of both 
electrons and holes at the source/drain barriers 
plays a major role in the calculation of the 
device current both in the ON and in the OFF 
state. Traditional TCAD tools do not provide a 
satisfactory treatment of such phenomena, in 
particular when the channel length is below 
10 nm. Therefore atomistic approaches are 
defi nitely needed for a proper estimation of 
device characteristics. 

This is also true for the accurate simulation of the 
device current in “steep slope” devices, where a 
steep switching behavior (with a subthreshold 
slope less than 60 mv/dec) is achieved as a 
result of the modulation of the tunneling barrier 
at the source by the gate bias [19]. When 
several devices will be connected to obtain 
specifi c functionalities, multi-scale modelling will 
be necessary to handle at the same time the 
active areas of the devices and their interfaces 
to contacts (treated atomistically), the bulk 
region of the contacts and the interconnections, 
as well as the overall circuit.

An interesting tool for the simulation of 
transport in nanowire devices is represented 
by OMEN Nanowire, which is based on a 
bandstructure calculation performed with 
a semi-empirical tight-binding model [20], 
followed by a transport calculation with a 
wave-function approach. 

Often elastic models are not suffi cient for the 
proper description of transport, since charge 
carriers face incoherent scattering. This can 
be neglected only at temperatures of a few 
Kelvin and below, while at room temperature 
phonons disrupt the coherent propagation. 
Therefore, a realistic model for transport in 
semiconductor nanodevices has to treat not 
only carrier confi nement, tunneling, quantum 
interference, but also incoherent scattering 
with a unitary approach.

structure permits effective gate control of the 
channel, enabling switching between the high 
current “ON” state and a low current “OFF” 
state, with the current in the “ON” state meeting 
the stringent requirements for current drive and 
the current in the “OFF” state small enough to 
ensure low power consumption. Atomic scale 
simulation is playing a key role in designing and 
assessing device performance over lengths 
of the order of a few nanometers. For these 
dimensional scales, quantum transport effects 
can be dominant and device simulators need 
to account for the quantum mechanical nature 
of the charge carriers and the atomic structure 
of the materials in the transistor (a hierarchical 
simulation approach has been followed, for 
example, in the numerical analysis of Ref. [14]). 
Fully functional gate-all-around transistors 
based on a silicon nanowire with a diameter of 
only 3 nm, that is, roughly the same diameter 
as typical carbon nanotubes, were reported in 
2006 [15]. Recently, a device that circumvents 
the need to make abrupt p-n junctions at 
the atomic scale has been proposed and 
fabricated [16]. Almost synonymous with 
transistors is the need to form p-n junctions, 
but on the length scale of a few nanometers 
the fabrication and the physics of the p-n 
junction become challenging. The creation of 
p-n junctions requires atomic precision, and 
the behavior of dopants in small nanowires 
is signifi cantly different, due to quantum 
confi nement and polarization effects refl ected 
in the electronic band structure of nanowires. 
Extremely large doping concentration gradients 
become necessary; the laws of diffusion and 
the statistical nature of the distribution of the 
doping atoms work against this requirement. 
Hence the concept of a junctionless transistor 
is attractive as an “end-of-the-roadmap” 
device for silicon technologies. Following the 
experimental realizations of gated nanowire 
transistors, proof-of-concept simulations for 
junctionless gated Si nanowire transistors 
have been performed, based on quantum 
mechanical calculations that take into account 
an explicit description of the atomic scale 
structure of the nanowires [17]. This has made 
possible to explore transistor action in devices 
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or nanoparticle. These processes are being 
tailored to optimize organic photovoltaic 
cells. Biocatalysis using hybrid nanowire/
biomolecular systems is being explored 
by monitoring molecular transformation of 
surface adsorbed species. In this scheme the 
photoabsorption of the nanowire is modifi ed 
following catalysis of the biomolecule and used 
as a marker for the catalytic reactions. It is thus 
essential to develop a multi-scale simulation 
framework that can handle the large-scale 
calculations needed to atomistically describe 
the combined nanowire/biomolecule system, 
and, at the same time, be able to treat the 
electronic structure of these systems including 
the interaction with light and electronic transport 
phenomena. These approaches could be 
extended to achieve further functionalities, 
such as a description of the information coded 
in chemical or biological material, with which 
Information and Communication Technology 
will have sooner or later to deal.

Example: Modelling of transport 
properties in biological materials

In general, the electrical conductivity of 
proteins is close to that of insulators, but 
it can increase signifi cantly in particular 
environmental conditions, such as in 
organic semiconductors. Furthermore, the 
microscopic mechanism of charge transport 
in proteins is very articulated and includes 
electron, ion, and proton transport in a not yet 
completely understood sequence. 

The diffi culty to discriminate among these 
types of transport is further enhanced by the 
lack of experiments, mainly related to the 
diffi culty of working with biological materials 
at the nano-scale. The most qualifi ed 
mechanisms to describe electron transport in 
proteins are the hopping/tunneling processes. 
In this framework, a transport model which 
assumes the existence of privileged pathways 
of sequential tunneling has gained a wide 
consensus.

By embracing this picture, we describe 
the protein as a network and the electron 
transport as due to sequential tunneling 

It is well established that the nonequilibrium 
Green’s function theory (NEGF) is a most 
general scheme for the analysis of coherent 
and incoherent quantum transport. Since 
its introduction in the 1960’s this formalism 
has been successfully been applied to a 
great variety of transport problems. The non-
equilibrium Green’s function (NEGF) formalism 
provides a sound conceptual basis for the 
development of the atomic-level quantum 
mechanical simulators that are needed for 
nanoscale devices of the future. The approach 
has been already successfully applied to a 
variety of technologically relevant devices like 
RTDs and MOSFETs, but also to emerging 
devices such as those based on graphene 
and carbon nanotubes.

Example: Nanowires and interactions 
with biological molecules

The comparable length scale of some 
biomolecules such as DNA, enzymes, and 
antibodies with respect to nanowire cross 
sections or nanoparticle dimensions creates 
the possibility of developing nanofabrication 
technologies that take advantage of the 
interaction between inorganic and organic 
systems. These technologies exploit 
patterning at the nanoscale with the specifi c 
recognition and biocatalytic properties of 
biomolecules. Biomolecule-nanowire hybrid 
systems are being explored for medical 
diagnostics with emphasis on low-cost 
“point of care” technologies and for designing 
biomolecular assays directly interfaced to 
electronic systems. Key to understanding and 
designing the systems is a detailed knowledge 
of the molecule-surface interactions, and the 
translation of these interactions into electrical 
signals. In this context, biological sensors 
are being explored that base their operation 
on a threshold voltage shift in nanowire 
transistors due to “gate dielectric” change. 
In this confi guration, the nanowire is treated 
with a receptor that permits binding of specifi c 
biomolecules to the surface. Biomolecules 
are also used as chromphores for light 
absorption and subsequent charge transfer to 
inorganic electrodes in the form of a nanowire 
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By taking the fi rst and last amino-acids of the 
protein primary structure as ideal electrical 
contacts, the protein resistance for a given 
Rc is calculated by solving the corresponding 
linear resistance network within a standard 
Kirchhoff framework. Being interested into 
a change of the resistance, rather than 
into its absolute value, this choice for the 
contacts does not modify the results of the 
model. Numerical calculations show that for 
Rc below a threshold value (typically around 
4 Å) the network is disconnected and thus 
not conducting at all. By contrast, for Rc 
well above the average distance between 
amino-acids (typically above 15 Å) each 
amino-acid is connected with most of the 
others, thus conduction becomes insensitive 
to modifi cation of the structure. Between 
these two critical values of Rc, the change 
of resistance exhibits a smooth behavior. 
Accordingly, one can select the value of Rc 
which maximizes the variation of resistance 
due to conformational change, which is found 
to be around 6 Å, a well accepted value for the 
interacting radius between amino-acids. To 
account for the strong measured super-linear 
I-V characteristic, the model implements a 
barrier-limited current mechanism as follows. 
For increasing voltage, each elemental 
resistance is associated with a second value, 
which, playing the role of a small series 
resistance, is several order of magnitude 
lower than the fi rst one. This choice mimics 
a barrier-limited mechanism, in analogy with 
the case of an organic molecular layer. In 
this way, the initial linear increase of current 
with applied voltage turns into a super-linear 
increase, with the value of the barrier energy 
to be fi tted by comparison with experiments. 
Accordingly, the stochastic selection is taken 
to be ruled by the direct tunneling probability

Pi,j=exp{-2 li,j/ }[2m(Φ-eVi,j)]
(1/2)}

where Vi,j is the potential drop between the 
i-th and j-th node, m is an effective electron 
mass, here taken equal to that of the free 
electron, and Φ is the barrier height.

along preferential channels. In doing so, 
we can construct a map of the protein by 
taking its tertiary structure from the protein 
data base (PDB) , and setting up a graph 
whose nodes correspond to the amino-acids 
(identifi ed by the α-carbons). Two nodes are 
then connected with a link only if they can 
interact within a given interaction radius Rc. 
At the current stage, thermal fl uctuations 
are neglected because experiments do not 
suggest a relevant contribution from them.

In order to investigate the conduction 
properties of the protein, the graph is 
transformed into a resistor network, with 
each link replaced by an elemental resistance, 
which mimics the different charge transfer 
property between neighboring amino-acids 
associated with their mutual distance [21,22]. 

To detect the differences in conduction 
properties between two protein states, such 
as those produced by a conformational 
change, we adopt the simplest parameter 
model by choosing the same resistance 
for each amino-acid. In this way, the tertiary 
structure and the interaction radius are the 
only relevant input parameters of the theory. 

As elemental resistance of the network we 
take 

Ri,j=li,jρ/Ai,j 

where Ai,j=π(Rc
2-li,j

2/4) is the cross-sectional 
area between the spheres of radius Rc 
centered on the i-th and j-th node, respectively, 
li,j is the distance between these centers, ρ is 
the resistivity.

By construction, each elemental resistance 
depends upon the distance between nodes. 
Therefore, following up a conformational 
change, such as the one occurring in 
bacteriorhodopsin as a result of exposure to 
light [23], the variation of this distance implies 
a variation of each elemental resistance, 
which eventually leads to a variation of the 
network resistance (and thus of the protein 
resistance). As a consequence, a topological 
transformation can be monitored by means of 
resistance measurements. 
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attractive properties of III-V nitrides include 
high mechanical and thermal stability and 
large piezoelectric constants [24]. GaN also 
has a larger g-factor and has been predicted 
to have a longer spin coherence lifetime 
than most other commonly used material 
systems. The strongest feature of the III-V 
nitrides is the heterostructure technology it 
can support - Quantum welsl, modulation-
doped heterointerfaces, and heterojunction 
structures can all be made in this system. 
Table 2 shows a comparison of the important 
material properties of GaN and other 
conventional semiconductors.

GaN based metal-semiconductor fi eld-
effect transistors (MESFETs), GaN/
AlGaN modulation doped fi eld-effect 
transistors (MODFETs) or high electron 
mobility transistors (HEMTs), and GaN/
AlGaN superlattice structures have been 
demonstrated by many groups in the past 
decade [25,26,27]. In particular, HEMTs 
fabricated from wurtzite based AlGaN/
GaN heterostructures have shown great 
potential for microwave power devices. In 
these heterostructures, there is a difference 
in the polarization fi eld between the top layer 
(AlGaN) and that in the bottom layer (GaN). 
This polarization in wurtzite crystals is due to 
the bulk properties with asymmetric lattice 
structure and ionicity of the bonds. In addition, 
strain in one or both layers leads to additional 
built-in fi elds due to the polarization effect. As 
a result, the discontinuity of this polarization 

We notice that the model does not take into 
account the protein environment, mainly for 
two reasons. One reason is that the focus 
is only on the variation of protein response, 
and this should be independent of the 
environment, since it remains unchanged 
during the conformational change. The other 
reason is a consequence of experimental 
results, showing that transmembrane electron 
transport occurs essentially only via the 
protein and not the lipid bilayer.

Example: Current Collapse in GaN 

As the technology of crystal growth has 
improved over the past 10 years, research 
on electronic devices based on GaN has 
also made signifi cant progress. GaN, with a 
wider band gap with respect to most other 
semiconductors, possesses some unique 
physical properties that are of fundamental 
interest. The fi rst attractive property is that 
GaN devices have high breakdown fi elds 
and can operate at much higher voltages 
and temperatures. GaN has also excellent 
electron transport properties, including good 
mobility, and higher saturated drift velocity. 
Compared to GaAs, electrons in GaN have 
three times higher effective mass and also 
30% lower dielectric constant. Even though 
the electron mobility is much lower than that 
in GaAs, big strides have been made to 
obtain higher mobility in GaN by improving 
the quality of GaN templates used in 
molecular beam epitaxy (MBE) growth. Other 

PPRROPERTYY Si GaAs SiC GaNN

Band gap Eg (eV) 1.12 1.42 3.25 3.40

Breakdown fi eld (MV/cm) 0.25 0.4 3.0 4.0

Electron Mobility μ (cm2/Vs) 1350 6000 800 1300

Maximum velocity υd (107cm/s) 1.0 2.0 2.0 3.0

Thermal Conductivity κ (W/cmK) 1.5 0.5 4.9 1.3

Dielectric constant ε 11.8 12.8 9.7 9.0

Table 2 > Comparison of semiconductor material properties at 300K./
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fi eld at the interface leads to much higher 
carrier densities than conventional GaAs/
AlGaAs heterostructures. The typical charge 
density is as high as 2×1013 cm-2, which is 
about ten times higher than in AlGaAs/GaAs 
HEMTs [28].

Various groups have demonstrated large 
output power densities in their GaN HEMTs, 
but signifi cant developmental work remains 
for GaN HEMTs to become viable. One of 
the key remaining issues is that of device 
reliability, and it has been reported that 
the output power from these devices can 
permanently degrade, to varying degrees, 
over relatively short periods of time (~10 
hours) [29,30,31]. It has been observed that 
a current collapse can be induced in the 
device drain characteristics as a result of 
short-term DC bias stress. The term “current 
collapse” is taken here as a reduction in DC 
drain current after the application of a high 
drain–source voltage. 

Current collapse reduces the maximum 
available drain current and increases the knee 
voltage, thereby limiting the drain current and 
voltage excursions and resulting in a reduced 
microwave output power. Thus, induced 
current collapse can be a signifi cant factor 
in the observed degradation of HEMT output 
power. Trapping/Detrapping of electrons at 
either surface or buffer trap sites has been 
suggested as a possible 
mechanism for the above 
current collapse and RF 
dispersion effects. Trapping 
can compensate part of 
the surface component of 
spontaneous polarization 
and reduce the 2DEG 
electron concentration. 
Experimental correlation 
between deteriorated 

RF performance and surface traps has 
been demonstrated, however the exact 
mechanism, as well as the trap dynamics, 
are still not clearly understood.

The modelling of the current collapse 
phenomena, as shown in Figure 4, requires 
multi-time and multi-length-scale models. In 
the modelling strategy proposed in Figure 4, 
the outputs of the device simulator are Joule 
heating terms and the charge density, which 
enter as inputs into the fi nite volume strain 
calculation module, which in turn delivers 
the local strains and stresses of the structure 
to the atomistic band structure calculation 
module. This module later calculates shifts in 
the band-edges which are then treated within 
the deformation potential theory as scattering 
potentials. This information is successively 
used in the creation of the temperature and 
position dependent scattering tables that 
are part of the Monte Carlo module. This 
is a multi-length-scale problem because 
as information is passed between different 
modules we essentially move from device 
level to purely atomistic level.

The different time-scales that are involved in 
this scheme come about from the coupling 
of the Monte Carlo device simulator with 
Synopsys Simulation software. Namely, 
after full calibration of the Synopsys 
software using the thermal Monte Carlo 

Fig. 4 > Multi-length and multi-

time scale modelling of the 

current collapse eff ect in GaN 

HEMTs./
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as well as that of the long-range electrostatic 
interaction on the scale the device, is 
neglected. On the other hand, in pure 
spatially resolved semi-classical approaches 
for the whole device, the modifi cations or 
adjustments for the models necessary to 
cover the impact of novel effects arising at 
the microscopic level of the nanostructure 
material are often “a priori” unknown. For 
example, the functional dependence of the 
electronic mobility on the carrier density and 
the electric fi eld strength may be unknown (or 
at least the proper parameters to be inserted 
into existing mobility models may not be 
available). 

Multi-scale simulations based on microscopic-
macroscopic hybrid models [33,34,35] can 
help to explore the potential of novel promising 
nanostructures at the device level. In general, 
feedback effects from the macroscopic 
level to the microscopic level should be 
minimized within the multi-scale modelling 
strategy. Whenever the feedback from the 
coarser levels to the fi ner levels is negligible, 
multi-scale modelling can be used to extract 
parameters or characteristics for coarser 
scale models from the simulation of fi ner ones 
[33,34,35]. The simulation of the whole device 
can then be carried out at the macroscopic 
level alone, at the end of this upscaling 
process. If there are feedback effects (e.g. by 
long-range electrostatic interaction) from the 
macroscopic level to the microscopic level, 
fully self-consistent multi-scale simulations 
[36] of microscopic-macroscopic hybrid 
models have to be performed.

Device and circuit level

Device-circuit interaction 

It is important to point out that in nanocircuits 
the distinction between the different levels is 
becoming more and more blurred, thereby 
also making the synthesis of parameters 
at one level to be transferred to the level 
above more diffi cult. A good case study is 
the one of single-electron circuits, based 
on the Coulomb blockade phenomenon. 
Here the separation between simulation at 

device solvers, it is possible to solve, using 
Sentaurus, the rate equations for trapping 
and detrapping of charge at the gate-drain 
interface. This represents a multi-time-scale 
problem because Monte Carlo calculations 
are typically performed on a ps time-frame, 
whereas the trapping-detrapping of charge 
happens on a millisecond to a second time 
scale. Finally, when these solvers are coupled 
to circuit level simulations, another dimension 
is added to the problem, on a much longer 
time scale.

Example: Development of 
thermodynamically consistent hybrid 
models

The self-consistent simulation of charge 
transport, heat transport, and optical 
properties in semiconductor lasers based on 
semi-classical models such as drift-diffusion 
has been proven to be a powerful tool for 
the understanding and optimization of their 
DC and AC properties [32,33]. For devices 
based on semiconductor nanostructures, 
effects on many scales have to be covered, 
leading to multi-scale problems [33,34,35,36]. 
This ranges from a quantum mechanical 
description for processes like quantum 
confi nement, scattering and optical 
transitions (on the microscopic scale of 
the semiconductor nanostructure forming 
the functional part of the device) to a semi-
classical description of the charge and heat 
transport through the bulk part of the device, 
on the coarsest scale. 

Suitable embedding of microscopic models 
for the nanostructure into semi-classical 
models for the whole device results in 
comprehensive multi-scale description for 
such devices [33,34,35,36]. 

This hybrid modelling approach goes beyond 
pure microscopic and pure semi-classical 
ones in terms of the following aspects. On 
the one hand, pure microscopic models 
can only be applied to regions of a few-
nanometer width and the infl uence of spatial 
inhomogeneities at the macroscopic level (e.g. 
the spatial inhomogeneous current injection), 
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the device level or at the circuit level is very 
diffi cult to make: the behavior of the circuit 
depends on the charge state of all the 
islands (nodes that are connected to tunnel 
junctions), including those represented by 
the interconnections among devices. As 
a result, a SPICE-like approach, in which 
each device is represented simply by way 
of the mathematical relationships between 
the currents and voltages at its terminals, 
is not applicable, except when special 
conditions occur, i.e. when the capacitances 
associated with the interconnections are 
much larger than the internal capacitances of 
the devices (i.e those of the tunnel junctions), 
as recognized by Yu and coworkers [37], 
the authors of the fi rst successful SPICE 
model of a single-electron device. Such 
conditions are often verifi ed in circuits set up 
for research purposes, with a limited number 
of components and no constraint on the 
miniaturization, which explains the relative 
success of a few existing SPICE models for 
single electron devices. The conditions for 
the validity of SPICE models are even more 
restrictive when an analysis of the time-
dependent behavior of circuits is desired, as 
shown again by Yu and coworkers [38]. If in 
the future single electronics will overcome 
the practical problems represented by 
the random nature of stray charges and 
the associated unpredictability of device 
characteristics, it is conceivable that 
developers will want to achieve extremely 
high device densities, thereby minimizing 
the length of interconnects, which will make 
SPICE models fail, and require approaches 
based on Monte Carlo techniques or the 
master equation. Such approaches already 
exist, but they are computationally expensive 
and therefore applicable only to small circuits: 
it will be an important challenge within multi-
scale modelling to fi nd sustainable methods 
to handle circuits made up of a large number 
of single-electron devices. 

This diffi culty in making a clear distinction 
between simulation at the device level and at 
the circuit level is not exclusive to the relatively 

limited fi eld of single-electron systems, 
but extends to many other emerging 
technologies, such as, for example, QCA 
(Quantum Cellular Automaton) circuits, where 
the gates controlling one cell may have a 
nonnegligible effect also on other cells [39] or 
graphene-based circuits, where, according 
to some proposed implementations [40], 
devices and interconnects will all be made 
with graphene, with a differentiation only in 
term of orientation.

Along with the development of the multi-
scale hierarchy and as an additional result of 
it, compact models will have to be set up, in 
order to be able to quickly compare different 
device solutions and to assist in the early 
stage of circuit design. Not to be neglected 
is the interaction with the experimental 
work consisting in the fabrication of test 
structures and in their characterization, 
which will be essential for the validation of 
the multi-scale results and for the calibration 
of the parameters contained in the compact 
models.

Also for advanced versions of more 
“traditional” devices there are diffi culties in 
the defi nition of effective and standardized 
compact models: well-established compact 
models are not yet available, for example, for 
multi-gate fi eld-effect transistors or for tunnel 
FETs. It is likely that for many novel devices 
it will not be possible to have compact 
models that can be used in a way that is fully 
independent from the lower-level situation. 
Indeed even for MOSFETs existing compact 
models are still based on a drift-diffusion view 
of carrier transport and are hardly applicable 
to the current technological nodes. New 
ways of defi ning compact models will have 
to be devised, starting from the output of 
refi ned device simulations. It is expected 
that some degree of interaction will have to 
be introduced between levels, trying to limit it 
to what is really necessary to obtain a reliable 
simulation, and keeping the computational 
complexity under control.
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which can be seen as combining different 
energy scales, have been abandoned in favor 
of global Monte Carlo simulations, because 
the additional expense is minor compared 
to the required iterative hybrid solution. The 
latter involves particle injection at the interior 
boundaries with (unphysical) hemi-Maxwellian 
statistics and again poses the problem of a 
suitable size and placement of the Monte Carlo 
window. In the time domain, global transient 
simulations are sometimes advised. A striking 
example is the industrial measurement of dark 
currents and breakdowns in CMOS imagers, 
where the voltage of typically 10 V is ramped 
within 10-100 ms, which defi nes a time scale 
between “static” and “RF”. Depending on the 
temperature, I-V curves can be completely 
dominated by Maxwell’s displacement 
currents.

The multi-scale simulator TiberCAD [45] 
couples semiclassical transport equations 
with an atomistic treatment of active regions. 
By means of continuum models also strain and 
heat transport are taken into consideration. 

It is common language to state that nanoscale 
and microscale models have to be solved 
concurrently, as they are seldom decoupled 
[43]. This requires a clarifi cation: in many 
cases the feedback from the nanoscale 
domain to the microscale domain is minor, 
compared to the strong impact that the 
solution on the microscale domain has on 
the nanoscale solution. In such cases, a 
“frozen-fi eld like” approach is suffi cient, which 
avoids expensive iterations. Examples are the 
weak electrostatic feedback of hot carriers in 
Monte Carlo simulations or of electron-hole 
pairs generated by band-to-band tunneling 
in steep pn-junctions. Another example 
is given by the “single-electron” memory, 
where single charges on the nanoscale 
fl oating gate (quantum dot) notably change 
the threshold voltage of the transistor in the 
memory cell. Here, a second correction of the 
quantum-mechanical charge distribution on 
the fl oating gate based on the fi rst change of 
the global potential results in a further shift of 
the threshold voltage by less than just 1 mV. 

Multi-scale aspects of device-circuit 
simulation in advanced traditional 
devices

A large majority of current multi-scale device 
and circuit simulations (mainly for traditional 
devices) are performed with available 
commercial simulators. A simulator like 
Sentaurus-Device [41] provides different 
transport models in one package (drift-
diffusion, energy-balance, full-band Monte 
Carlo, electro-thermal, electro-optical, mixed-
mode, transient). The same device can be 
simulated with models for different scales, 
including their own boundary conditions, 
which has some advantages (see below). 
Furthermore, multi-scale features in the 
form of combinations of different transport 
models exist, at least with an initial version. 
One example is the “mixed-mode” where 
devices can be connected to circuits, and 
passive elements can be included. Here, 
the device transport equations are coupled 
with the Kirchhoff laws. Another example 
is represented by integrated Schrödinger-
Poisson solvers [42] where the quantum-
mechanical solution on a quantum domain is 
coupled with the solution on the drift-diffusion 
domain. Using the terminology of Ref. [43], 
an overlap method for the electrostatic 
potential is combined with a bridge method 
for the densities, and a smoothing technique 
is applied at the boundary of the quantum 
window. Such hybrid methods have their own 
problems, both numerical and conceptual. For 
example, a proper geometrical defi nition of the 
sub-domain and its placement is diffi cult when 
the nature of the electron gas changes from a 
3DEG (source) to eventually 2DEG (channel) in 
a MOSFET. Therefore, an elegant method to 
include the effect of confi nement is to extend 
the system of equations by an equation for 
the quantum potential (also known as density-
gradient method) which is solved on the 
whole drift-diffusion domain. The necessary fi t 
parameter is obtained from calibrations based 
on Schrödinger-Poisson solutions (parametric 
coupling). Hybrid techniques for the coupling 
between Monte Carlo and drift-diffusion [44], 
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parasitic elements related to interconnections 
can dominate the ultra-fast device operation at 
high frequency, and their effect may no longer 
be neglected. Furthermore, the interaction 
between the device and the external circuits, 
such as matching networks, load impedance, 
and transmission lines, must be included, with 
either an analytical or non-analytical approach, 
in order to properly reproduce the device 
operating conditions as well as to obtain a 
more global RF characterization.

Small-signal AC analysis fails to predict large-
signal device performance, which must be 
assessed by simulating the device within 
the full range of actual operating conditions. 
In particular, when simulating a transistor 
used as power amplifi er, the highly frequency 
selective high-Q matching network (required 
to suppress undesired harmonics generated 
due to non-linearity typical of mm-wave band 
power amplifi er classes such as -AB, -B, -F, 
and hard-driven Class-A) must be included 
in order to properly simulate the large voltage 
swing, due to the load-line, at the device 
output contacts. A time domain solution, 
through a Time Domain (TD) circuit solver, 
of these matching networks, which include 
large reactive elements, implies long transient 
times (i.e. RC, L/C time constants). On the 
other hand, a frequency domain circuit solver 
such as Harmonic Balance (HB) allows to 
directly obtaining the steady-state behavior of 
an external passive reactive network without 
the need for simulating the transient. The HB 
frequency domain solution of the circuit can 
be self-consistently coupled to the MC time 
domain solution of the device. At the end 
of each simulation, the iterative HB solver 
evaluates in the frequency-domain whether a 
solution of the coupled circuit-device structure 
has been obtained. In the negative case, a 
new circuit-device simulation is run where 
the voltage waveforms applied to the device 
contacts are calculated from the inverse 
Fourier transform of the HB frequency domain 
solution of the circuit.

The complete large-signal characterization of 
an intrinsic device coupled with an external 

Hence, a self-consistent simulation is not 
necessary.

Often a device is “mesoscopic,” i.e. the scale 
is in between two different physical scales. 
A well-known example is “quasi-ballistic” 
transport which features both dissipative 
scattering and ballistic effects. In such cases 
it is advised and admissible to use different 
transport models for the whole device and 
to compare the outputs. This can help 
preventing wrong conclusions.

Another interesting example of application of 
multi-scale simulation is in the fi eld of reliability 
and error correction, specifi cally the treatment 
of single-event generated soft errors (due 
to cosmic rays or other sources of ionizing 
radiation). The physical origin of errors occurs 
at a low level in the simulation hierarchy (3D 
charge transport simulation) and the coupling 
with the simulation at the compact model 
level is too strong to allow for de-coupled 
transfer of information between levels. This 
issue has been solved by Robust Chip Inc. 
by reducing the simulation at the lower level 
to only the long-range effect that requires 
a self-consistent, coupled, description, 
and coupling the two modelling levels self-
consistently at appropriate interfaces in the 
simulated structure (the contact regions). 
This approach has led to the development 
of a new layout methodology to contain soft 
errors, and it allows an accurate prediction of 
error rates for a given circuit design.

Circuit-device interactions in millimeter-
wave power amplifi ers

Monte Carlo (MC) particle-based device 
simulations allow a detailed description of 
the nanoscale phenomena occurring inside 
a device. However, in the experimental 
characterization of an actual high-frequency 
device circuit packaging and the extrinsic 
parasitic elements due to interconnections can 
play a role as important as the intrinsic device 
behavior when the frequency increases. In 
particular, simulating only the intrinsic device 
may lead to an overestimation of DC and 
RF performance. Specifi cally, the reactive 
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as high-Q matching networks, 
transmission lines, RF fi lters, and 
multi-port sub-networks, all of 
them described by the Y-,Z-, or 
S-parameters. The frequency-
domain approach of Harmonic 
Balance can be easily applied to 
these structures. Furthermore, 
the Harmonic Balance analysis 
is applicable to a wide variety 
of transistors under large-
signal operations occurring 
in microwave circuits such as 
power amplifi ers, frequency 
multipliers, and mixers.

The typical characterization 
fl ow, in the case that preliminary 

experimental DC and small-signal RF 
characterization is available for the device 
under investigation, initially starts with a 
fi t of the experimental DC characteristics. 
Then the RF small-signal performance 
are also assessed through small-signal 
MC simulations (by applying small-step 
perturbations in order to extract a two-
port network characterization of the device 
through Y-parameters), and the agreement 
with the experimental measurements can 
be verifi ed. At this point, once the agreement 

circuit can be performed by combining the 
HB circuit solver (to emulate the high-Q 
matching network and the load line voltage 
swing) with the TD circuit solver (to solve the 
extrinsic parasitic network that usually involves 
small reactive elements). In such a way, two 
different simulation options are available to 
include parasitic elements within large-signal 
operations: a fully HB circuit solver and a 
hybrid HB/TD circuit solver. Both options are 
self-consistently coupled to the MC particle-
based device simulations that provide the 
time-domain solution of the device. On the 
other hand, the frequency domain circuit 
solution provided by HB allows including the 
effect of those passive structures that are 
more easily characterized in the frequency 
domain than in the time domain. For instance, 
the HB algorithm can include the effect of a 
transmission line by using the S-parameters 
characterization, which still holds even under 
large-signal operations for a passive and 
bias independent structure. In general, HB 
can be used to couple time-domain device 
simulations with circuits that are generally 
diffi cult to analyze in the time-domain such 

Fig. 5 > Example of the simulated dynamic load-
lines (i.e.drain current swing vs. drain voltage 
swing) for increasing output power in AlGaN/GaN 
HEMT Class-A amplifi er./

Fig. 6 > Example of the Pout vs. Pin large-signal 
characterization of an AlGaN/GaN HEMT Class-A 
amplifi er./
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between simulated and experimental DC/
RF small-signal performance is assessed as 
starting baseline, one can fi nally proceed with 
the Power Amplifi er characterization through 
HB-MC self-consistently coupled circuit-
device simulations. In particular, this approach 
allows, in an early stage of the design, the 
optimization of the intrinsic device layout, as 
well as real device issues, such as parasitic 
elements (i.e. gate resistance, source/
drain inductors), material defects/reliability 
(i.e. threading dislocations, surface traps, 
interface roughness), and self-heating/thermal 
management.

Multi-physics aspects of device and 
circuit simulation

The integration into multi-scale simulation 
codes of physical phenomena beyond 
charge transport, such as heat transport, 
optical properties, electromagnetic radiation, 
mechanical degrees of freedom, is a relevant 
issue. Future nanosystems are expected 
to conjugate different degrees of freedom: 
electrical and mechanical in nanomechanical 
memories, electrical and thermal in nanowire 
based thermoelectric generators, etc. 
The problem of the thermal budget for 
aggressively scaled devices is boosting the 
importance and the urgency of a fundamental 
understanding of thermal transport at the 
nanoscale, in order to devise better ways to 
effectively remove heat. All of this requires 
multiphysics approaches and makes it even 
more challenging to transfer parameters 
between different levels. Furthermore, it is 
expected that the yield, in terms of working 
devices, will be reduced and this will force 
acceptance of circuits that contain one or 
more defective devices. Thus, results will be 
probabilistic, and simulation tools will have to 
take this into account, up to circuit level. 

In terms of general needs for multi-scale 
modelling we should mention the defi nition 
of standard benchmarks useful to verify 
the consistency between different levels of 
multi-scale simulations, in such a way that 
a consensus could easily be built about 

the validation of a new approach. Another 
issue, of fundamental nature, is represented 
by the integration of approaches such as 
Density Functional Theory (DFT) (which is 
an equilibrium theory) into Non Equilibrium 
Green’s Function (NEGF), which are by 
defi nition nonequilibrium theories, as well as 
the limits of validity of standard exchange and 
correlation terms in the presence of Dirichlet 
boundary conditions close to the system 
being considered (which leads to signifi cant 
shielding of the electrostatic interaction). 

There are fi elds where work still has to be done 
to defi ne reliable models, such as that of wide-
bandgap semiconductors, which present 
particular diffi culties because of the large 
energy ranges and the presence of extended 
defects that make the comparison between 
simulations and measurements rather diffi cult, 
that of high-temperature superconductors, 
for which a lot of approximations are still in 
use, and that of single-molecule transport, 
in which treatment of the leads is not yet 
well-established and differences of orders 
of magnitude in the computed current exist 
between different methods. For molecular 
calculations full confi guration-interaction 
is considered to be the reference, but its 
application to practical transport problems is 
often not possible with the currently available 
computational resources. 

Example: Development of plasmonic 
devices for Terahertz (THz) and 
photovoltaic applications

The electromagnetic (EM) spectral range 
0.1-10 THz has many applications from 
the investigation of fundamental excitations 
in matter to medical and security imaging. 
Nevertheless the lack of suitable and reliable 
sources in the THz range (THz gap) has 
severely limited the launch of terahertz 
technology into the public domain. Up to now 
the most successful technique to generate 
and detect T-rays (THz-rays) uses two 
photoconductive metal-antennas fabricated 
on a low-temperature growth (LTG) GaAs 
substrate, the fi rst antenna is excited by a 
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coupled reliable simulation. Electromagnetic 
solvers, both commercial and academic, 
are available and are routinely used up to 
millimeter-wave range to design RF devices 
such as antennas, amplifi er coupling, etc. but 
at this level the description of the transistors 
is rather simplistic. In strong contrast to this, 
the carrier transport in transistors used in 
high-frequency circuits is extremely complex 
and, therefore, advanced models (NEGF, 
Monte Carlo, hydrodynamic) are necessary to 
simulate such devices. A considerable effort 
will be needed in order to couple EM solvers 
to, for instance, 2D/3D Monte Carlo codes, 
but this effort will allow to fully understand the 
coupling of surface plasmons to EM radiation 
[49]. For example, it has been demonstrated 
that voltage variations on a short gate can 
effectively tune higher-order ungated plasmon 
resonances in FETs, nevertheless gated 
plasmons are more effi cient to radiate THz 
waves. 

New tools are necessary to design plasmonic 
devices. Major diffi culties may be expected 
when coupling the Maxwell equations solver 
to the carrier transport one, since both time 
and space scales may be very different (for 
instance, a grating of the FET gate used to 
couple incoming THz radiation in a sensor has 
an area of hundreds of square-microns), the 
interaction with phonons needs to be carefully 
taken into account (the energy of the THz 
radiation, 1-10 meV, is in the range of acoustic 
semiconductor phonons), etc.

Thermal transport in nanostructured 
thermoelectrics

Thermoelectrics represent a potentially 
important energy conversion technology due 
to their ability to convert heat into electricity. A 
signifi cant example is the automotive industry 
where heat extracted from high-temperature 
exhaust gases could be effi ciently converted 
into electric power. A similar approach could 
be as well used in heavy industry on an even 
larger scale.

Despite this potential, thermoelectric devices 
are at present only used in niche markets 

femto-second laser and the second one 
is used to detect the THz electromagnetic 
response to the pulse of carriers photo-
generated in the fi rst antenna by the laser 
beam. Of course, the optical components in 
the described time-domain system need to 
be integrated by means of semiconductor 
technology in order to gain in reliability, to 
increase its usability, and to reduce both initial 
price and maintenance costs. Semiconductor 
technology will be key to fuel the development 
and deployment of new THz applications 
[46]. The maximum cut-off frequency of 
conventional transistors (i.e. based on 
carrier transit time) lies in the sub-THz range. 
Nevertheless, in deep submicron/nanometer 
FET (fi eld-effect transistors) devices plasma 
wave frequencies lie in the THz range and its 
frequency can be tuned adjusting the gate 
bias [47]. Since the plasma wave frequency 
is much larger than the inverse of the electron 
transit time in the device, it becomes easier 
to build THz detectors and emitters based 
on the transport of “ballistic” plasma waves 
(plasmonic devices) than on that of ballistic 
carriers. Moreover, the channel of the FET 
may be designed with dimensions such that it 
acts as a resonant cavity at THz frequencies, 
in order to enhance resonant detection. 
Additionally, it has been recently shown [48] 
that the scattering from metal nanoparticles 
near their localized plasmon resonance is a 
promising way to increase light absorption 
in thin-fi lm solar cells. Enhancements in 
photocurrent have been observed for a 
wide range of semiconductors and solar cell 
confi gurations.

In the fi rst decade of this century research 
in plasmonics has been developing at a 
breathtaking pace. Nevertheless, to keep 
this pace a better understanding of the 
coupling between the incoming/outgoing 
electromagnetic radiation and the device is 
needed. Semiconductor and EM modelling 
and simulation have been two almost 
completely separated worlds up to now and, 
although commercial tools exist in both fi elds, 
none of them successfully incorporates a fully 
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Multi-scale modelling - based on the 
concurrent and/or hierarchic combination 
of statistical mechanics methods, materials 
physics and atomistic simulations - is 
believed to provide a powerful and valuable 
tool for improving our basic understanding 
of thermoelectric power production in such 
systems.

In order to understand thermal transport in Si-
Ge nanostructured materials, a fi rst important 
concern is represented by the generation of 
reliable models of Si-Ge nano-composites 
with tailored structural characteristics.

There are two possible approaches, both of 
which should be explored, in order to establish 
the relative advantages and disadvantages. 
One possibility is to start from the insertion 
of a pre-assigned ensemble of Ge nano-
grains into a Si crystalline host, followed by 
a simulated annealing procedure to achieve 
the fi nal nano-composite confi guration. 
Alternatively, the Ge nano-grains can be at 
fi rst randomly inserted into a Si melt and then, 
upon cooling down to room temperature, the 
fi nal solid-state sample can be obtained. 

In any case, the protocol for the sample 
generation must have the following features 
under control: (i) the grain size distribution and 
the average grain size; (ii) the crystallographic 
orientation of grains with respect to the host; 
(iii) the grain density and spatial distribution, (iv) 
the ratio of the amount of crystalline matter 
to that of the amorphous one (as discussed 
below), (v) the overall stoichiometry of the 
composite.

Another issue of great importance is the full 
characterization of Si-Ge boundaries, in 
terms of their effective area, orientation, and 
thickness. In particular, it is well known that 
large-angle grain boundaries in semiconductor 
materials are likely to be disordered (because 
of the release of a large amount of locally 
accumulated strain energy), so that the inner 
crystalline core of the grain is sheathed in an 
amorphous layer.

Once that Si-Ge nano-composite samples 
are defi ned, the investigation of their thermal 

(where reliability and durability are more 
important than the overall performance) 
because of their low effi ciency. 

The key issue is how to maximize the 
thermoelectric fi gure of merit Z=(S2s)/K 
(where S is the Seebeck coeffi cient, while 
s and K are respectively the electrical and 
thermal conductivity), which basically dictates 
the heat-to-electric power conversion 
effi ciency. In other words, we need a material 
with high electrical conductivity, large Seebeck 
coeffi cient, and low thermal conductivity. 
Such a material is unfortunately not provided 
by Nature. 

A way to bypass this limitation and 
straightforwardly increase Z involves reducing 
K (still preserving a good s), which involves 
designing new materials for which the lattice 
thermal conductivity is more signifi cantly 
affected by some additional structural feature 
than in pristine systems. 

It has been proposed that a primary approach 
to obtain this reduction is to generate suitable 
nano-composite semiconductor materials, 
where the typical grain size is smaller than 
the phonon mean-free-path, but it is still 
larger than the electron (or hole) one. This 
typically occurs for nanometer-sized grains 
and warrants that, while charge carriers are 
basically unaffected by the underlying nano-
composite structure, phonons (i.e. heat 
carriers) are strongly scattered at the grain 
boundaries. This ultimately causes a dramatic 
increase in the Z fi gure of merit [50,51].

Si-Ge systems appear to be the most 
promising as nano-composite thermoelectrics 
since they are easily and cheaply fabricated in 
large quantities and they are fully compatible 
with present-day technology.

While the fi rst generation of Si-Ge-based 
applications is close to commercialization, 
any further improvement of this energy 
production technology indeed requires a 
better fundamental understanding of heat 
and charge transport in such complex 
materials [52].
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resources. Such a need is further exacerbated 
by the growing importance of statistical 
effects, whose treatment effectively increases 
the dimensionality of the problem by one: 
the size of the sample adds up to the spatial 
dimensions. In previous years, Moore’s law has 
provided a doubling of components per chip 
every 18 to 24 months, which has also resulted 
in respective performance gains of processor 
cores. Consequently, a once implemented 
algorithm could naturally benefi t from faster 
hardware without continuous adoptions. As 
transistor dimensions have reached scales 
where power dissipation inhibits further 
increases of the clock frequency, multi- and 
many-core processors are being introduced 
in the main-stream market. They allow for 
an effi cient utilization of the still increasing 
number of transistors per chip, but they may 
only provide their full computational power 
to parallel algorithms and implementations. 
Consequently, we are now facing the fact 
that existing implementations no longer lead 
to higher performance on novel computing 
hardware, unless suitable parallelization 
measures are applied.

While additional parallelism is employed in 
general purpose central processing units 
(CPUs), graphics processing units (GPUs) 
have become more versatile over the last 
years and are now being used for general 
purpose computations, which is often 
abbreviated GPGPU. Unlike CPUs, GPUs 
are able to execute hundreds of lightweight 
threads simultaneously. This leads to a peak 
performance which is up to one order of 
magnitude higher than for multi-core CPUs. 
Similarly, the memory bandwidth of GPUs 
is also a factor of about ten larger than for 
CPUs, provided that regular memory access 
patterns across the individual threads can be 
ensured. A drawback of GPUs for general-
purpose use is the limited amount of memory, 
which can be a considerable constraint for 
development. The acceptance of GPUs for 
high performance computing is refl ected 
by the fact that leading-edge machines 
in the TOP 500 list of supercomputers 

transport properties can be performed 
with non-equilibrium molecular dynamics 
techniques.

In particular, it is important to investigate how 
and to what extent the thermal conductivity 
is affected by the overall structural features 
listed above, as well as by the population of 
amorphous grain boundaries. In this respect, 
special care must be taken in understanding 
what happens at a single Si-Ge interface, as 
far as the fl ux of heat carriers is concerned. 
It is important to establish how such a fl ux 
is adsorbed, or transmitted, or refl ected, 
depending on the boundary crystallographic 
orientation, roughness, thickness, and state of 
aggregation. 

Another relevant issue is the difference, 
if any, between a homogeneous vs. 
graded distribution of grains. While the fi rst 
confi guration refers to an ordinary bulk nano-
composite, the second one is also referred to 
as nano-graded interface. In this graded case, 
grains are distributed with decreasing average 
density along a given direction, for instance 
from left to right. In this way, it is possible 
to generate a structure where a pure Ge 
composition on the left is gradually changed 
into a pure Si composition on the right. Such 
a graded interface is inherently anisotropic 
and, therefore, new features are expected 
in thermal transport (as well as in any other 
physical property). 

Importance of High Performance 
Computing 

In the longer term, having a strong and 
realistic simulation capability will provide a 
strategic tool to support product development 
in all fi elds of applications including ICT and 
beyond. In that perspective, the use of High 
Performance Computing is a convenient 
and necessary strategy for all scientifi c fi elds, 
particularly for making advances in frontier 
developments in the fi elds of fi rst-principles 
calculations and multi-scale methodologies.

The desire for an increased numerical 
resolution of additional physical details results 
in an insatiable need for more computing 
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are now equipped with GPUs. It is worth 
mentioning that a single modern GPU board 
in 2012 offers the performance of the fastest 
supercomputers back in 1997. This enables 
numerical experiments on average desktop 
machines, which have been impossible even 
on supercomputers 15 years ago – provided 
that the underlying algorithm allows for a high 
degree of parallelism. 

The increased degree of parallelism poses an 
additional challenge for algorithm design on 
the one hand, and implementation on the other 
hand. While a parallelization of an inherently 
parallel algorithm is often straightforward, a 
parallelization of a conceptually serial algorithm 
may be even impossible. Consequently, it can 
be benefi cial to substitute an established 
serial algorithm by a parallel variant. While 
the parallel algorithm may be less effi cient in 
a serial processing environment, it is able to 
utilize all computational resources available 
on modern architectures, ultimately leading 
to shorter execution times. In the context 
of multi-scale methodologies, the plethora 
of different algorithms employed requires a 
careful replacement of bottlenecks caused 
by the use of serial algorithms. In this regard 
it is crucial to fi rst rely on suitable parallel 
algorithms, since inherently serial algorithms 
cannot be implemented in a massively parallel 
manner. In addition to the increased physical 
details in multi-scale simulations, close inter-
disciplinary collaboration of engineers and 
physicists with numerical mathematicians on 
the one hand, and computer scientists on 
the other hand is the key to access the full 
potential of modern computing architectures 
in high performance computing, in order to 
carry out frontier developments and research.

A multitude of different approaches for 
programming parallel hardware has emerged. 
The message passing interface (MPI) has 
become a de-facto standard for use on 
distributed memory machines such as 
computing clusters. On shared memory 
machines such as current workstations, the 
use of OpenMP allows for adding parallelism 
to existing code using suitable compiler 

directives. Good performance enhancements 
can be obtained by OpenMP in certain cases, 
while the probability of breaking working code 
is minimized. Full control over the individual 
threads is provided by libraries such as the 
POSIX threads (pthreads), which is available on 
a wide range of different platforms. Additional 
vendor-specifi c compiler extensions are also 
available, most noteworthy is Cilk for C and 
C++. A different approach is automated code 
generation, which tries to automatically detect 
parallelism in existing code and may aid in 
migrating existing code. Examples of such an 
approach are HMPP by CAPS Enterprise or 
PGI Accelerators compilers. In this last case, 
as OpenMP for the multicore programming 
in shared memory systems, only some 
new directives need to be added into the 
original code as comments, which are then 
understood only by the specifi c compilers. 
With this approach the programming effort 
is less but performances are sometimes 
poorer. Indeed, they strongly depend on the 
characteristics of the algorithms. With HMPP 
it is possible to have a version of the code that 
is automatically generated but amenable to 
manual optimization afterwards.

In contrast to the vast number of 
programming approaches for CPUs, only two 
mainstream approaches for programming 
GPUs are in use. On the one hand, CUDA is 
a proprietary language introduced by NVIDIA. 
On the other hand, OpenCL is a standardized 
framework for general multi- and many-
core architectures. It is maintained by the 
Khronos group and implementations from 
AMD, Intel and NVIDIA are available. Unlike 
CUDA, OpenCL can be employed on GPUs 
and multi-core CPUs for different vendors. 
Although the OpenCL standard addresses 
multiple target devices, full hybrid support of 
OpenCL implementations for devices from 
different vendors still needs to evolve. Despite 
the unifi ed programming approach, hardware-
specifi c implementations are required in order 
to obtain good performance. OpenCL can in 
principle also be used with special-purpose 
hardware such as fi eld-programmable gate 
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interest. While some device concepts will fi nally 
move from the research fi eld to that of actual 
development and industrial exploitation, it will 
be essential that engineers have advanced 
simulation codes available and that they are 
able to run them for realistic device structures, 
with the possibility of exploring a vast 
parameter space. This is not likely to happen 
if simulation codes will require state of the art 
supercomputers, because the availability of 
such facilities is going to be certainly limited 
also in the future. However, since the next 
generation of computing facilities affordable 
even for small companies will be massively 
parallel, too, investing in appropriate code 
now is certainly advisable. An effort should be 
made also in terms of engineering curricula at 
universities, in order to make students familiar 
with high performance computing and with 
the development of parallel codes.

For simulating complex devices, more 
physical insight in models and suitable use 
of fi rst principles will be required in addition 
to high performance computing resources. 
For the case that access to supercomputers 
is nevertheless required, an infrastructure of 
European supercomputers named PRACE, 
gathering the leading platforms, already 
exists. Access to supercomputers facilities 
can be particularly benefi cial, especially for 
those developing material simulation to serve 
as guidance for applications. Another way of 
accessing signifi cant computational resources 
for the solution of a class of simulation 
problems is represented by grid computing. 
Grid computing relies on a loosely connected, 
geographically distributed collection of 
generally inhomogeneous computational 
resources, which can be exploited for parallel 
batch processing via a dedicated middleware. 
The main difference with respect to a traditional 
supercomputer or even with respect with a 
cluster is represented by the lack of a high-
speed connection among the different nodes 
(which usually communicate via the Internet), 
but there is a signifi cant advantage in terms 
of costs, because large-scale production 
hardware can be used, and it is possible to 

arrays (FPGAs). A non-optimal situation in 
the exploitation of GPUs may derive from the 
fact that there is a fast development of new 
hardware, which is not guaranteed to be 
compatible with the software tools created 
for the previously existing hardware. This 
is a result of the fact that the market force 
driving the development of GPU hardware is 
computer graphics and not high-performance 
computation.

In a large-scale hybrid computing 
environment, additional challenges arise due 
to the inhomogeneous computing resources. 
A common approach for harvesting the 
processing power in such a setting is 
to combine the available approaches. 
Typically, an MPI layer is used for inter-node 
communication, whereas shared memory 
techniques such as OpenMP, CUDA or 
OpenCL are employed on the respective 
computing node. 

Very recently a new parallel programming 
standard, OpenACC, has been announced 
by NVIDIA, Cray Inc, PGI and CAPS 
enterprise. This is a new open parallel 
programming standard allowing simplifi ed 
access to hybrid CPU/GPU systems, which 
appear to be the trend for the future in 
supercomputing applications, in particular 
after the announcement of the new Cray 
hybrid supercomputer, the XK6, which will 
be based on a combination of multi-core 
AMD CPUs and NVIDIA GPUs, scalable up 
to 500,000 cores. OpenACC, which is being 
implemented into several compilers, will be 
operable on multiple platforms and should 
allow a very straightforward acceleration of 
legacy codes.

All of these options have in common that 
performance is always obtained through 
a massive exploitation of parallelism at 
different levels. It is therefore important to 
fully assess the possible impact of these 
new technologies and, if the preliminary 
evaluations are confi rmed, to invest heavily 
in the development of optimized codes, 
implementing advanced simulation strategies 
for the device structures of main current 
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exploit the spare CPU time of systems that 
have a specifi c main purpose and that would 
otherwise be idle.

A similar internet-based large-scale high 
performance computing environment is 
available via cloud services such as Amazon’s 
Web Services (AWS). Cloud instances can 
be confi gured to provide heterogeneous 
computing instances, providing the ability to 
select application specifi c facilities. Compared 
to grid-based solutions, additional computing 
resources can be allocated on demand at 
short notice.

With the presence of parallel computing 
hardware in average desktop machines, 
the same programming model can be used 
on small- and large-scale hardware, thus 
simplifying the migration.

Role of physics-based modelling in 
predicting new phenomena

There are several examples, in the recent 
history of electron devices, in which physics-
based modelling has played an essential role 
in pointing out new avenues for research 
or in explaining unexpected phenomena. 
One interesting example, which has had 
also important consequences in terms of 
applications, is that of the prediction of much 
improved tunneling magnetoresistance (TMR) 
of magnetic tunnel junctions. Up to a decade 
ago, the achieved values of TMR in structures 
with ferromagnet - dielectric - ferromagnet 
were at most around 70%, because of the 
amorphous nature of the dielectric layer. 
Accurate fi rst-principles calculations [53] 
made it possible to predict that with crystalline 
dielectric layers the tunneling process was 
much more complicated than the previously 
used simple barrier model, because of the 
relevance of the symmetry of Bloch states 
at the Fermi energy and the effect on wave 
function matching of interfacial resonance 
states, and much higher TMR values were 
to be expected. These results triggered 
experimental activity aimed at improving 
the quality of the growth process for the 
dielectrics and to the actual measurement 

of the predicted high TMR values [54,55]. 
The resulting magnetic tunnel junctions have 
found a very important fi eld of application in 
the readout heads for hard disks, allowing an 
unprecedented increase in the information 
density on a magnetic substrate, and 
represent the building block of magnetic 
memories, which are likely to be one of 
the main technologies of the future in the 
market of non-volatile storage. This further 
demonstrates the importance of simulation 
codes that can provide quantitatively reliable 
estimates of the parameters of interest, 
instead of approximate models. 

Another example is represented by the 
application of physics-based models based 
on the solution of the Boltzmann transport 
equation to the analysis of the high-frequency 
performance of heterojunction bipolar 
transistors (HBTs) [56,57]. Signifi cantly higher 
values of ƒT (and in particular of the product 
ƒTVBC,br, where VBC,br is the breakdown 
voltage of the collector-base junction) than 
expected on the basis of previous theories 
have been found with the application of 
advanced transport models. This can be 
explained on the basis of the device structure 
(HBT instead of BJT), of the consequences of 
velocity overshoot, and of the fact that, as a 
consequence of the particular doping profi le, 
the region in the collector with high fi eld is 
only one fi fth of the ionization length, therefore 
curbing impact ionization and limiting the 
avalanche current.

Variability, which is acquiring an increasing 
relevance in CMOS technology as device sizes 
are scaled down, can be modeled effectively 
only with physics-based approaches. The 
impact of impurity distributions, for example, 
has to be calculated on the basis of the 
position of individual atoms, which requires 
an atomistic approach, yielding results for a 
single device that must be then passed in an 
adequate form to higher levels of the multi-
scale simulation hierarchy. 

In general, from the point of view of the 
industry real progress is made by means of 
simulation tools when they can tell when 
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in which the low level quantum effects are 
transferred to the higher level MC semiclassical 
model by means of an undemanding 
approximation. Even if this approach is only 
valid under certain conditions (and therefore 
improvements of such approximations are 
necessary in order to refi ne the quantum 
description of the system at low temperature 
or high degeneracy), the agreement with 
the experimental results of real devices is 
remarkable.

There are indeed many further fl avors of 
the Monte Carlo technique which feature 
approaches allowing the inclusion of quantum 
effects. Among them, the Multi-Subband 
Monte Carlo (MSMC) [65,66] accounts for 
quantization normal to transport. Subband 
Smoothening applied to MSMC allows 
taking into consideration also quantum 
effects in the transport direction [67] and it 
was verifi ed to reproduce NEGF results for 
devices with a channel length down to 6 nm. 
Solvers for the Boltzmann transport equation 
(deterministic or Monte Carlo) can be coupled 
with the 2D Schrödinger equation and the 3D 
Poisson equation to model nanowires [68]. 
Such approaches are very heavy from the 
computational point of view.

The Wigner Monte Carlo [69] is a quantum 
transport framework able to handle quite 
“large” device including also scattering 
(although not as accurately as in NEGF) .

It seems natural to wonder whether the 
predicting capabilities of the present quantum 
electron transport simulators available for 
the electronic industry are comparable to 
those of the semiclassical Monte Carlo 
technique. Unfortunately, the answer is 
defi nitely no. Although most of the present 
quantum simulators provide very accurate 
information about the DC behavior, they 
are unable to reliably predict the transient, 
AC or noise properties of quantum devices 
in most practical operating conditions. 
There are mainly two reasons that explain 
why such predictions are so diffi cult. First, 
at high-frequency, one has to deal with 
the role of the “displacement current” that 

things are expected not to go according to 
intuition. This would be far more important 
than having a very sophisticated code 
showing that just a small correction has to 
be made with respect to the behavior of the 
device that could be predicted just by intuition 
or by means of standard simulators. If for the 
industry the real added value in a model is not 
the extremely precise evaluation of a quantity, 
the question may arise whether drift-diffusion 
is all they need, because with small changes it 
has been adapted to successive generations 
of devices, always yielding reasonable results. 
Indeed, this is not the case, because most 
of the adjustments have been made “a 
posteriori,” once the behavior of a device 
was know from measurements or from more 
sophisticated models. Therefore simple 
approaches, such as drift-diffusion, cannot be 
of great help when trying to determine novel 
effects in devices based on new concepts.

Simulation in the time domain

The semiclassical Monte Carlo (MC) solution 
of the Boltzmann equation (sometimes called 
“numerical experiment”) took a prominent 
role in the simulation of microelectronic 
devices because of its accuracy and versatility 
[58,59]. This numerical technique can be 
applied to any type of electron device with 
different materials, geometries and bias 
conditions. It provides information on the 
behavior of electron devices under DC, 
transient and AC conditions. It is not only able 
to provide average values, but also current 
and voltage fl uctuations. However, there 
exist approximations that allow introducing 
some of the most signifi cant quantum 
effects into MC simulators. For example the 
effect of the Pauli Exclusion Principle (both 
in the injection statistics [60] and electron 
dynamics inside the device [61,62]) or the 
occurrence of tunneling processes [63] can 
be semiclassically accounted for by means of 
numerically generating complex distributions 
using a simple rejection technique [64]. This 
could be already considered a rudimentary 
implementation of multi-scale modelling 
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requires a reasonable approximation for the 
(time-dependent or frequency-dependent) 
Coulomb interaction among electrons [70,71]. 
Second, in order to compute correlations (the 
second or higher moments of the electrical 
current for instance) one has to measure at 
least at two different times. One has to take into 
account that a fi rst measurement “collapses” 
the evolution of the quantum system and, 
consequently, it will affect the outcome of a 
second (or further) measurement [72] (See 
schematic representation in Fig. 7).

There are some elegant theoretical proposals 
in the literature that show the path to 
include time-dependence and correlations 
into practical quantum simulators. Among 
others, we cite the work of Büttiker and 
coworkers, who generalized the successful 
(DC) Landauer [73,74] model towards current 
fl uctuations and AC conductances [75,76], as 
well as the work of Levitov, Lesovik and others 
in the application of Full Counting Statistics 
in mesoscopic devices for the computation 
of higher moments of the electrical current 

[77,78,79]. Recently, a novel proposal that 
treats quantum transport with quantum 
(Bohmian) trajectories has also demonstrated 
its ability to provide accurate approximations 
for the many body problem and the 
computation of higher moments in time-
dependent scenarios [80,81,82] (see Fig. 7). 
Unfortunately, because of their computational 
burden, these proposals have only been used 
to predict noise and time-dependent behavior 
of very simple and idealized quantum devices. 

As happened for the microelectronic industry 
some time ago, in the next future the 
nanoelectronic industry will ask for realistic 
predictions about the time-dependent and 
noise behavior of these novel quantum 
devices. Thus, an important effort must 
be made by the scientifi c community to 
develop accurate and versatile quantum 
simulators providing information beyond the 
DC predictions and interesting enough for the 
nanoelectronic industry, in terms of accuracy, 
versatility and required computational 
resources. 

In this respect, multi-scale modelling will 
be essential, because the time-dependent 
behavior of a device or circuit involves the 
interaction of a large number of particles 
(charge carriers), but at the same time is 
infl uenced by detailed quantum interactions. 
Therefore it requires a treatment based 
on a hierarchy of models, with a proper 
microscopic description of particle 
correlations, a semiclassical transport model 
within the potential landscape of the device, 
and a higher-level description for a circuit 
made up of more that one device. In addition, 
to be appealing for the industry, simulation 
codes must be really simple to use, with a very 
intuitive user interface and automated setup of 
the grids, convergence parameters, etc.

Moreover, when going into the nanoscale in 
order to reach higher operation frequencies 
(arriving to the THz range), it may also be 
necessary to solve the Maxwell equations 
instead of using the static Poisson 
approximation [83]. Also, slow mechanisms 
such as carrier generation/recombination 

Fig. 7 > (Left) Time-evolution of a (single-particle) 

wave-packet impinging upon a barrier. The 

transmitted and refl ected wave packets are spatially 

separated at times t2 and t3. (Right) representation 

of the probability of the momentum eigenstates, 

a(p), at diff erent times. At time t2, if a positive 

value of the current is measured, then, only the 

evolution of the right-moving (dark) wavepacket 

will be relevant to describe the quantum system 

at a later time t3. High frequency measurement of 

the current (AC) in quantum system has to deal 

with such multi-time measurement phenomena./
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of spin valves [88] and tunnelling junctions 
[89] can be calculated that agree rather well 
with their experimental counterparts [90,91]. 
Furthermore, by mapping such free energies 
and corresponding electric resistivities onto 
Ohm’s law, even critical switching currents can 
be evaluated [88] that are in good agreement 
with experiment.

In the case of race track memories [89] 
relativistically obtained ab initio-like data in 
terms of the Ginzburg-Landau expansion, can 
not only be used to evaluate the equilibrium 
width and the electric properties of domain 
walls [92], but also, in combination with the 
Landau-Lifshitz-Gilbert equation as a second 
step, their speed of motion. Thus even a 
domain wall motion [93] as underlying principle 
for a race track memory is accessible.

It is important to note that in describing 
switching times, switching probabilities or 
critical currents of spintronic devices the 
computationally expensive step in all multi-
scale procedures is the application of an 
appropriate ab initio scheme, those then 
based on phenomenological or macroscopic 
equations are usually very fast indeed. This 
ratio of computing efforts applies, e.g., also 
to the multi-scale procedure to evaluate (time-
independent) magneto-optical properties, 
since the microscopic optical conductivity 
tensor at a given photo frequency has to be 
combined with a classical optics package in 
order to yield macroscopic Kerr rotation and 
ellipticity angles.

Conclusions

From the analysis that we have performed, 
multi-scale, multi-physics modelling stands 
out as the way to go for the simulation of 
nanoscale devices and circuits, due to the 
wide range of involved dimensional scales and 
to the variety of physical phenomena acting at 
the same time. It is also clear that the structure 
of the new hierarchies of simulation tools will 
exhibit conceptual differences with respect to 
those typical of traditional microelectronics: 
for example the possibility of a SPICE-like 
description of circuits is not warranted any 

and the associated time evolution of the 
charge state of traps and surface states 
can be crucial for the device operation, but 
unaffordable simulation times would be 
necessary to account for such processes. 
Another example is the treatment of self-
heating of the devices, which can be critical 
at the nanoscale [84,85]. The combined 
solution of Bolztmann (and/or Schrödinger) 
equation together with those accounting 
for the heat transfer should be performed 
with a different time step (heat transfer is 
much slower than electron transport) and in 
a much larger simulation domain (possibly 
including contacts, wiring and heat sinks). As 
a consequence, the implementation of the 
multi-scale modelling approach within the MC 
simulations (or other time domain techniques) 
may be useful not only for the treatment 
of the problem at different physical levels, 
but also at different time and spatial scales. 
Such a complete multi-scale physical model 
based on the MC method would be of high 
interest for the time domain simulation at the 
nanoscale.

Temporal aspects of switching: spin 
valves, tunnelling junctions and domain 
wall motions

It is a well-known fact that most physical 
phenomena encountered in spintronics are 
caused by spin-orbit interactions. Although 
there are ab initio methods to include 
relativistic effects correctly even for layered 
systems and to calculate on this level not 
only the electronic and magnetic structure but 
also the corresponding electric and optical 
transport properties [86], the problem of the 
time-dependence of such phenomena is far 
more complicated [87].

In order to bridge formal diffi culties, multi-scale 
approaches can be applied. For example 
by making use of the Landau-Lifshitz-Gilbert 
equation in terms of an internal energy, 
derived from the derivative of the relativistically 
calculated ab initio free energy with respect 
to the orientation of the magnetization, 
switching times and switching probabilities 
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biomolecules: they require new simulation 
approaches that need to be integrated into 
general-purpose simulators.

Accurate, physics-based modelling has 
been an engine of development in the 
past, motivating research that has led to 
breakthroughs with relevant industrial impact 
and will certainly play an even more important 
role in the future, for technologies based on 
the quantum properties of matter. Europe 
should leverage on the vast expertise and on 
the excellence that has available, and develop 
initiatives to stay at the forefront of this fi eld, 
which, for traditional microelectronics, has 
so far been dominated by non-European 
companies. 
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mult.eu.sim
European prospects for multi-scale 

modelling

As pointed out by the previous analysis, multi-
scale modelling appears necessary to achieve 
a correct description of nanoscale devices and 
circuits, taking into account their high degree 
of structural and chemical complexity, and 
to resolve the challenges related to it (i.e. the 
required computational effort).

Nanoscale modelling has been so far mainly 
aimed at support research and at explaining 
the origin of observed phenomena. While this is 
undoubtedly a paramount role in fundamental 
science, the next step is to improve and 
develop industrial applications, and to make 
practical exploitation of new device and material 
concepts possible. Multi-scale simulations 
are still at their outset for industrial use and 
are expected to play a key role in gaining 
competitiveness in various sectors. In order 
to meet the needs of the industry and of the 
research community on emerging information 
processing devices, a new integrated 
approach to modelling at the nanoscale is 
called for, in analogy with what already exists 
for microelectronics, although with a more 
complex structure resulting from the most 
intricate physical nature of the devices. What 
is being sought is unifi ed, integrated modelling 
suites that are capable of simulating the 
whole system from fi rst principles to the fi nal 
manufactured product, similarly to Dassault’s 
CATIA software which was conceived to model 
aircraft from the smallest element to the whole 
device. CATIA is now used by thousands of 
fi rms worldwide in various industrial sectors: 
aeronautics, automotive, manufacturing, 
energy and electronics are a few of them. It is to 
be noted that Dassault is very interested today 
in multi-scale tools to design nanostructured 
materials for optical coatings.

To match the success of simulation methods 
in automotive and aerospace development, 
simulation strategies for novel nano- and 
micro-scale based devices and circuits 
must combine methods spanning a wide 
range of disciplines (chemistry, material 
sciences, physics and engineering). For their 
collaboration towards this common goal to be 
effi cient, the researchers from those different 
disciplines will have to adapt their language 
to make their achievements more accessible 
to their partners. Another important issue 
which has been outlined previously is 
represented by the computational cost of 
quantum modelling and by the expectation 
that in the future the interested players 
will have little access to supercomputing 
facilities. GPUs may present a partial solution 
to the problem, despite presenting some 
programming diffi culties.

Since the realisation of multi-scale design 
workfl ows, by assembling already developed 
simulation tools, relies on a wide and diverse 
community, an effort of coordination and 
networking must also be made on an equally 
wide scale. As stated in the preceding 
analysis, Europe should leverage on the 
vast expertise and on the excellence that is 
available, and develop initiatives to stay at 
the forefront in this fi eld, which, for traditional 
micro-electronics, remains dominated by US 
companies.

Indeed, a large simulation community 
resides in Europe, with very capable human 
resources and substantial technical means. 
Theory and modelling are well developed, as 
Europe hosts most of the key players and a 
large body of initiatives and progress already 
exists at an excellent level, in particular in 
terms of ab initio modelling. Most of the 
leading codes for ab initio simulations of solids 
and extended systems (SIESTA, WASP, 
SMEAGLE, etc) originate from Europe. 

Caroline Shuster
CEA (France)
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The European excellence and leadership is 
further demonstrated by initiatives such as 
the CECAM [3] (Centre européen de calcul 
atomique et moléculaire – European Centre 
for Atomistic and Molecular Calculation) or 
the Psi-k network [4] (for ab initio calculation 
of complex processes in materials) and 
infrastructures such as the ETSF [5] (European 
Theoretical Spectroscopy Facility).

Atomistic models for transport have also been 
developed within the EU, but in this specifi c 
area the sate-f-the-art remains in the US, 
also as a result for one of signifi cant funding 
for the so-called NCCE [6] (National Centre 
for Computational Electronics) and of the 
heritage of various other previous programs. 
In Europe, on the other hand, there is a 
wide variety of specifi c types of expertise on 
topics such as multi-scale modelling with 
the inclusion of thermal effects, atomistic 
analysis of interface of modelling of noise and 
fl uctuation phenomena, to mention a few.

Modelling of nanoelectronic devices and 
circuits is also well developed in Europe, 
and large scale research infrastructures for 
validation of simulation results are available, 
such as LETI [7] (France) and IMEC [8] 
(Belgium) which are world-leading facilities.

EXAMPLE

Industrial design of nanostructured 
coatings [1]

Multi-scale simulations are beginning to 
be used to design and size technological 
products in various industrial sectors 
(electronics, information science, 
renewable energy, chemistry, materials, 
pharmaceuticals…). Two examples are 
presented hereafter about surfaces 
nanostructuring to induce properties 
that are inaccessible to homogeneous 
materials.

In optics, nanostructured surfaces make 
possible to create materials with very low 
refl ectivity in a given spectral range. The 
structure generally consists of a three-

dimensional pattern of sub-micron size 
(for operation in the infrared) replicated 
periodically following two directions in 
space. The level of refl ection will depend on 
the nature of the material through its optical 
index and the geometric characteristics of 
the structure (shape and dimensions of 
the pattern, not the network’s). Numerical 
simulations can occur at two scales to 
design an antirefl ective coating. The search 
for materials with high refractive index can 
be achieved from ab initio calculations. 
The determination of optimum geometric 
structures is performed by using models 
of electromagnetism in continuous media. 
The resulting levels of refl ection are far 
below those from continuum of the same 
kind (see Fig.1).

Another growing fi eld is the search for 
micro/nanostructured biomimetic surfaces 
with hydrophobic or even superhydrophes 
properties. Such surfaces make possible 
to induce self-cleaning, anti-fog and anti-
icing properties. The structuring of surfaces 
modifi es the contact angle between the 
droplet and the surface itself (see Fig. 2). 
The coatings performance shall depend 
on the droplet characteristics (including 
its size) and those of the surface (nature, 
pattern form and size, surface density). The 
most promising surfaces show a dual scale 
roughness. A multi-scale computing chain 
has been developed in the United States 
to model the properties of said surfaces. 
This chain comprises digital generation 
of micro/nanostructured surfaces, the 
calculation of the local angle of contact 
using molecular dynamics methods and 
modelling of heterogeneous nucleation 
(case of formation of ice cores) on the 
surface. Although those investigations 
have begun recently, the contribution of 
multi-scale numerical simulations seems 
crucial to the understanding of the 
interfacial mechanisms at stake and to 
optimize the structuring of surfaces.
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(a)

(b)

(c)

Fig. 1 > Nanostructured surface of Si with 
anti-refl ection property in the infrared; (a) 
fi nite-element mesh of the pattern, (b) MBE 
(Molecular-Beam-Epitaxy) picture of the 
manufactured network, (c) experimental and 
calculated refl ection spectra (collaboration with 
G.Berginc and Thales Optronique within the 
project EHPOC, ICT cluster Systematic [2])./

(a)

Plane
surface

(b)

Structured
surface 

Fig. 2 > Interaction of a water droplet with a 
plane surface (a) and with a nano-structured 
surface (b) (from the laboratory PMMH, 
ESPCI)./
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Also, in the particular area of microelectronics 
and CMOS nanoelectronics, the standard 
simulation software is entirely dominated 
by the US, which gave US companies a 
competing advantage in the past and will 
persist if US predominance continues for 
future advanced multi-scale codes.

As for other areas, in Asia the leading players 
are Japan, China and Korea. India, although 
strong in experimental activities, is still trailing 
in modelling.

Modelling of traditional devices is very well 
developed in Japan, as a result of the high 
level of development of the microelectronic 
industry. The basic in fundamental theory is 
excellent, and there are also ongoing efforts 
in the atomistic and single electronics fi elds.

In China, the scientifi c level of the modelling 
activities has improved signifi cantly in the 
last decade. There are now a few centers 
of excellence that are able to compete at a 
global level.

Lastly, in Korea device modelling activities 
benefi t from a strong industrial support, aiming 
mainly at the ultra-scaled CMOS devices.

The effort of developing multi-scale modelling 
hierarchies on a European scale has 
notwithstanding been initiated. The European 
Commission (EC) has clearly demonstrated 
its interest in undertaking this path. Within 
the overall strategy for furthering key enabling 
technologies (nanotechnology, micro- and 
nanoelectronics, advanced materials, 
photonics, industrial biotechnology, etc) 
several initiatives have been implemented to 
foster simulation methods.

It is expected too that the 8th Framework 
Programme “Horizon 2020”, still in 
preparation, will widely include those key 
enabling technologies, particularly as regards 
ICT research and innovation. Indeed, “Horizon 
2020” will be mostly based on the so-called 
“Europe 2020” strategy, implemented by the 
EC in March 2010 and consisting of several 
fl agship initiatives with the aim to boost 
Europe’s economy. Three of those fl agships are 
of particular interest pertaining to our subject. 

However, while the European simulation 
community is indeed large and its effort 
on developing modelling methods for 
nanoelectronics is important, it remains 
limited to specifi c and scattered initiatives. 
The players of multi-scale simulation in Europe 
are numerous but not presently organized at 
the European level. Neither are the simulation 
tools at different scales coordinated with the 
purpose to allow a real multi-scale coverage 
from atomic scale to systems scale. The 
European simulation community is dispersed 
and fragmented. As the categories of scales 
are neatly partitioned, so are the groups 
researching them. The scientists and 
engineers working on different stages of a 
system development lack the multidisciplinary 
interaction that could make this development 
more effi cient by giving them a wider vision 
and sharing tools and data.

In comparison, the US simulation community 
is developing an integrated computational 
approach under the umbrella of the NCN [9]
(Network for Computational Nanotechnology) 
funded by the NSF (National Science 
Foundation) within the NNI [10] (National 
Nanotechnology Initiative). The NCN is a six-
university initiative funded in 2002 to connect 
those who develop simulation tools with the 
potential users in academia and industry. One 
of its main tasks is the consolidation of the 
nanoHUB.org [11] simulation gateway which 
provides access to computational codes and 
resources to the academic community. It is 
likely that the growth of the NCN will attract 
increasing attention to the US computational 
nanotechnology platform from both academic 
and industrial researchers all over the world.

The multi-scale simulation approach is also 
clearly indicated as a grand challenge by the 
DOE (Department of Energy) with sizeable 
efforts to attack it. The treatment of ever more 
complex systems and the control of atomic 
and molecular interactions and processes 
at the quantum level have been identifi ed as 
forefront themes for future breakthroughs in 
basic energy sciences.
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extent a result of public research effort. 
This would be an indication of excellent 
research infrastructures in those regions. 
However, a growing importance of start-
ups can be noticed.

It is stated in the report conclusions that 
Europe must endeavour to succeed in 
attracting research, development and 
manufacturing facilities in micro- and 
nanoelectronics in light of their high 
potential of applications in a multitude 
of fi elds. Needless to say, progress 
in micro- and nanoelectronics are 
based on further miniaturisation which 
allows for an increased complexity of 
design, higher speed and reduction of 
electric power consumed. It is crucial 
then to enable further research efforts 
in promoting European science and 
industry. More specifi cally, the report’s 
recommendations in terms of policy 
are to promote high-end technology 
development as well as design capabilities 
(a decisive connection between available 
technology and application-specifi c 
system requirements). 

Also, as scientifi c research is still 
considered the most important 
knowledge source in the fi eld of micro-
and nanoelectronics, the industry’s future 
will essentially rely on the ability of fi rms 
to identify and develop new research 
fi ndings. A close interaction between 
fi rms and public research is required to 
this end (i.e. through joint R&D activities 
and cluster initiatives), in order to facilitate 
the transfer of knowledge and technology 
and to attract a critical mass. The report 
states eventually that considering the 
critical role played by the cyclical nature 
of the industry in the promotion of micro-
and nanoelectronics, it is essential to 
secure continuous R&D efforts even in 
times of economic downturn so as not to 
be caught off-guard when the economy 
catches up again.

The Digital Agenda for Europe fl agship is thus 
centered on ICT research and innovation, 
while the Industrial Policy fl agship in stresses 
the importance of key enabling technologies. 
As for the Innovation Union fl agship, it insists 
on reducing the fragmentation among the 
research community and on issuing innovative 
products from research results. 

European position on the patent 
market

As a reference, we can consult the report 
“European Competitiveness in KETs” 
provided by the Centre for European 
Economic Research (ZEW, Germany) 
and the Netherlands Organization for 
Applied Scientifi c Research (TNO) on 
request of the European Commission 
(DG Enterprise) as a background study 
to the European Competitiveness Report 
2010. 

This report presents an assessment of 
the European position in term of KETs 
(key enabling technologies), including 
microelectronics [12] and nanotechnology 
patents, over the last 20 years. The 
report concludes that even if European 
patent applicants often trail at the third 
place behind their North American and 
East Asian competitors, they show 
resilience and good tendencies if not 
good numbers. Over the last decades, 
European applicants gained few shares 
but their progression has been globally 
steady and less fl uctuant that the North 
American and the East Asian ones. It is 
to be noted for instance that over the 
passed 20 years, Europe showed the 
highest rate of growth in the number of 
microelectronics and nanotechnology 
patent applications, notably in the 
fi elds of devices, nanoelectronics and 
nanostructures. 

Interestingly, the report also points 
out that in Europe as well as in 
North America, microelectronics and 
nanotechnology patenting is to a higher 
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Fig. 4 > Market shares for nanotechnology 
patents (EPO/PCT) by subfi elds 1991-2005 
(percent). 
(Source: EPO: Patstat, ZEW calculations)./

Fig. 3 > Market shares for microelectronics 
patents (EPO/PCT) by subfi elds 1991-2005 
(percent). 
(Source: EPO: Patstat, ZEW calculations)./
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joint technology initiative on nanoelectronics, 
should be mentioned too.

MULT.EU.SIM will contribute to this strategy 
by providing the EC with the present 
constructed case to encourage the pursuit 
and intensifi cation of the European effort in 
the fi eld. This goal is supported by a strong 
consensus of the simulation community, 
stemming from numerous publications and 
various networking initiatives (Psi-k network, 
M4Nano, CECAM, etc) as well as in the light 
of a survey conducted by the MULT.EU.SIM 
consortium. The conclusion of this survey is 
that multi-scale simulation has high potential 
impact in many fi elds (nanoelectronics, 
materials science, energy storage and drug 
development to name a few). A majority 
of respondents deem the present level of 
funding in the fi eld not suffi cient and only 
mildly competitive in comparison to other 
regions. Yet they believe that the EU funding 
schemes would be very suitable to realize 
the expected impact of multi-scale modelling 
(see fi gures below).

In the end, the 8th Framework Programme 
should consist of shared objectives and 
principles such as creating industrial 
leadership and competitive frameworks, 
notably for enabling and industrial 
technologies, or establishing excellence in 
the science base, i.e. in future and emerging 
technologies. “Horizon 2020” should then 
give ample opportunity to implement a multi-
scale modelling strategy for circuits and 
devices on a European scale. A joint initiative 
between the NMP and FET programs would 
be very appropriate for instance, as multi-
scale modelling bridges the fi elds covered by 
both schemes.

In the meanwhile, despite the document still 
being in the drafting process and subject 
to modifi cations, it is very likely that the 
development of an integrated multi-scale 
modelling environment for nanomaterials 
and systems will constitute an objective of 
the 2013 call in the NMP work-program. The 
EC’s active participation in the ENIAC [13] joint 
undertaking, which goal is to implement a 
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to scale to industrial-sized problems. To 
realize an integrated and versatile numerical 
design environment, joint efforts between 
disciplines and sectors (academia and 
industry) are required. Greater collaboration 
shall indeed play a key role in accelerating 
the development of advanced computational 
tools.

Said collaboration could take the form of 
an open platform allowing scientists and 
developers from all disciplines and sectors 
to share and compare their results. It would 
provide the various players working on the 
development of devices with a broader set 
of information to feed, improve and validate 
models and eventually create new software. 
These new tools would be modular and 
user-friendly so as to extend their benefi ts 
to broader user communities. They will allow 
predicting in silico materials performance 
under diverse product conditions and 
thus optimizing or minimizing traditional 
experimentation.

If to date no structure such as a wide network 
of excellence or a large cluster of projects 
exists within the ongoing ICT European 
framework programme, some initiatives 
however settle an example of what ought to 
be accomplished and could serve as a basis 
for the achievement of a modelling platform 
infrastructure. 

An example would be the NANOQUANTA 
[14] Network of Excellence, supported by 
the NMP programme (Nanotechnologies 
and nanosciences, knowledge-based 
multifunctional materials and new production 
processes and devices) in the FP6. From 
2004 to 2008, the NANOQUANTA network 
strove to integrate and develop the research 
capabilities of ten European teams in 
the fi eld of the fundamental science of 
nanoscale systems and advanced materials. 
NANOQUANTA led to the implementation 
of the ETSF [15] (European Theoretical 
Spectroscopy Facility), a now operating 
e-infrastructure funded under the FP7. It 
offers its expertise, based on the experience 
and know-how of over 200 researchers, to 

The European Framework program ought 
to be an adequate context to encourage 
and sustain networking and excellence in 
modelling for nanodevices. Over the past 
years, the Cooperation programme for 
instance allowed academia and industry to 
work together across disciplines and on equal 
basis, in an international context. To carry on 
with such a scheme would be very benefi cial 
in ensuring the collaboration between all 
R&D players – research groups and centres, 
public institutions and industrials of diverse 
stature. Also, future projects should consider 
the whole chain of development from basic 
research to the exploitation so as to make 
it easier for the researchers to fi nd partners 
for their work and thus focus on their core 
competence. It would serve the effi ciency 
and excellence of the European R&D.

As simulation is expected to play a signifi cant 
role for the development of nanotechnologies 
and nanosciences, Europe must set a 
computational platform infrastructure to 
ensure its positioning within the international 
competition. A cluster of projects, with a 
multi-scale, multi-physics approach for 
specifi c applications, assembling the best 
European players and including industrial 
end-users, could be funded. Cluster 
initiatives can indeed facilitate the transfer 
of knowledge between public research and 
fi rms, into industrial products and commercial 
applications. They can also be an instrument 
to attract a critical mass of highly qualifi ed 
people with direct contact with the industrial 
world and willing to further the research and 
development in nanomaterials and systems.

High-level device simulation tools, including 
advanced physical models, are at an 
early stage of development in universities 
and research institutions. They should 
provide accurate predictions for complex 
nanosystems, however such tools are often 
diffi cult to use in an industrial environment. 
Software tools are indeed generally written 
by researchers for research purposes, and 
therefore lack documentation and user-
friendly interfaces as well as the capacity 
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and access to local and national HPC 
facilities.

MULT.EU.SIM has raised a new awareness 
in the European modelling community, 
providing a consolidated vision and a 
research agenda towards a common 
objective of great relevance for future 
development in various engineering fi elds: 
a multi-scale hierarchy of simulation tools 
capable of quantitatively reliable predictions 
and easily accessible by researchers and 
industrials designers.

In the particular case of nano-electronics, this 
is an important opportunity for the European 
research community, which is very well 
positioned in term of modelling skills at the 
different levels of abstraction, to take the lead 
in an effort that is defi nitely needed in light 
of the inadequacy of traditional device and 
process simulation software when atomic 
scale properties play an increasingly relevant 
role in the operation of devices and circuits. 
The work proposed within MULT.EU.SIM 
will also help positioning European industry 
in a leading position in the quest for smaller, 
faster, cheaper information processing 
devices. Europe needs to be at the forefront 
of research into the tools required for design 
and generation of intellectual property in 
order to retain a leading role in such activities.

That is why the research community involved 
in multi-scale material simulation must 
connect with that involved in computing 
resources development to eventually nucleate 
a unifi ed community of computational 
scientists and users that will address 
continuously emerging computing needs 
of the research community. Implementing 
such a research agenda requires a strong 
and wide effort of collaboration between 
disciplines, to allow a cross fertilization of 
various fi elds and a circulation of information 
that will help reducing duplication of efforts. 
Coordinating such an effort is possible only at 
the European level, where the resources are 
being provided and where modelling groups 
of exceptional competence and visibility are 
best recruited.

industry, students and researchers in the 
form of collaborative projects, facilitating the 
innovation and rapid knowledge transfer.

The nanoICT [16] coordination action is 
another example. This initiative aimed at an 
enhanced visibility, shaping and consolidation 
of the European research community in ICT 
nanodevices. Its action plans were notably 
the implementation of research agendas 
and roadmaps; the coordination of national 
or regional programmes and activities with 
the goal to involve funding authorities in 
building the ERA around this topic; and the 
development of strategies for international 
cooperation. 

National initiatives have been implemented 
too. For instance, from Spain the web-based 
initiative M4Nano [17] endeavours to maintain 
a systematic fl ow of information among 
research group so that research efforts in 
nanomodelling do not remain fragmented. 
In close interaction with other European 
research institutions, M4Nano also aims at 
developing tools such as a user’s database or 
a source of documents on modelling issues. 
Likewise, the major Italian university teams 
in the fi eld of silicon-based nanoelectronic 
device modelling and characterization have 
formed the IU.NET [18] organization with 
the objective of developing collaborative 
research activities and supporting the 
development of new technology platform 
for micro- and nanoelectronics. IU.NET is 
furthermore member of the SiNANO [19]
Institute, a European association of more 
than 900 scientists and technicians which 
aims to establish a durable network of 
researchers and form a distributed Centre of 
Excellence in the nanoelectronic fi eld.

We may mention at last the following 
example in France of a meeting structure for 
public research and industry. The innovation 
area of Grenoble hosts MaiMoSiNE [20] 
(Nanosciences Modelling and Simulation 
House) of which activity consists in initiating 
and supporting interdisciplinary modelling 
projects involving researchers and industrials, 
providing them with specifi c software tools 
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(US), Materials Genome Initiative for Global 
Competitiveness, June 2011

- T. Deutsch (L_Sim, CEA Grenoble, France) & 
N. Vukadinovic (DGT/DTIAE/EMIR, Dassault 
Aviation, France), Simulations multi-échelles 
en sciences des matériaux: de l’atome aux 
produits (nano)technologiques, January 
2012

- MULT.EU.SIM consortium, Survey on Status 
and Prospects of Multi-scale Modelling in 
the European Union, in E-nano Newsletter, 
April 2012 (special issue)

Annex:

In addition of the mentioned references, our 
argumentation relates to several conferences 
involving some or all members of the 
MULT.EU.SIM consortium, or organized by 
said consortium (see programs below).

• HPC conference (ImagineNano)1

• MULT.EU.SIM workshop (TNT2011)2

• Simulation workshop (Graphene2012)3 
• Brussels workshop “Towards a multi-

scale, multi-phenomena modelling-
simulation-design-engineering 
environment and tools”

Our work also takes into account the survey 
conducted by the consortium among the 
simulation community and which results are 
presented in full hereafter.

Realization of the envisioned research 
agenda will strengthen the role of Europe as 
a software provider in a highly challenging 
and promising research area and will help 
to meet emerging simulation challenges for 
both academic and industrial research. In the 
long run, it will also have a signifi cant effect 
on high value employment in the community 
considering the expected economic impact 
of ICT nanoscale devices, should Europe not 
miss the opportunity to exploit and promote 
its excellence and to lead the innovation in a 
fi eld so far dominated by US companies. It 
is to be noted too that downscaling to the 
nanoscale preludes to the use of less active 
material, with the associated reduction of 
environmental impact and possibly of energy 
consumption.

Further reading:

- MULT.EU.SIM “European Multi-scale 

Simulation for the Computational Era” 

FP7 Support Action proposal – Part B 

(Description of Work), 2011

- Multi-scale Modelling for Devices and 

Circuits (collective), in E-nano Newsletter, 

April 2012 (special issue)

- B. Aschoff, D. Crass, K. Cremers, 

C. Grimpe & C. Rammer (Center for 

European Economic Research (ZEW), 

Manheim, Germany), F. Brandes, F. Diaz-

Lopez, R. Klein Woolthuis, M. Mayer & 

C. Montalvo (TNO, Delft, Netherlands), 

European Competitiveness in Key Enabling 

Technologies – Final report, May 2010

- Phantoms Foundation (Spain), NanoICT 

Strategic Research Agenda, 2011

- National Science and Technology Council 

& Offi ce of Science and Technology Policy 

 1 www.imaginenano.com/SCIENCE/Scienceconferences_HPC2011.php

 2 http://tntconf.org/2011/programmeSW.php?conf=11

 3 www.grapheneconf.com/2012/Scienceconferences_Graphene2012.php?p=program#W2
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Survey On Status And Prospects Of 
Multiscale Modelling In The European 
Union

We have conducted an online survey 
contacting over 2000 researchers in industry, 
government and academics to gather 
information about the multiscale simulation 
research community in Europe and the 
world and establish a joint vision of multiscale 
modelling and simulation for the future. The 
survey comprised twenty questions (aiming 
at a high response rate), which addressed the 
background of the respondent, the present 
involvement in multiscale modelling and 
high performance computing (HPC), and its 
prospects for the future.

More than 200 representatives from all over the 
world completed the survey, most responses 
coming from Spain (30%), Germany (26%) 
and France (23%). Other European countries 
have also largely responded (20%) while the 
respondents from Japan, India and USA 
amount to 2%.

Background of the respondents

The majority of replies came from academic 
institutions (79%) and the rest from government 
institutions (16%) and industry (5%) (see 
Figure 1). Most representatives are from 
large institutions (>250 employees) but about 
9% work for small and medium enterprises 
(SMEs) refl ecting their interests in multiscale 
modelling (see Figure 2). Interestingly, only two 
thirds of these institutions have a modelling 
department relevant to their fi eld of research, 
showing a high potential for growth.

Nearly 75% of the respondents are developers 
of simulation methods and 85% have access 
to HPC ressources.

Responses came from many different 
scientifi c backgrounds, dominated by physics 
(75%), chemistry (40%) and material sciences 
(30%) (multiple answers were possible). 
Engineering and life sciences contribute to 
about 15% each.

The majority of responses came from 
respondents performing theoretical research 

(80%) as opposed to experimental research 
(see Figure 3). Quantum chemistry and 
atomistic molecular modelling are the most 
widely used simulation methods (over 50% 
each) that have been used in the past fi ve 

Fig. 1 > Institutional distribution of respondents./

Fig. 2 > Institutions size./

Fig. 3 > Main focus of research./
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years, followed by coarse grained and 
continuum methods (see Figure 4).

Key application areas of research are 
nanoelectronics, biomolecular simulations, 
single molecule biophysics, astrophysics and 
polymer dynamics.

Prospects of multiscale modelling

Most respondents believe that multiscale 
modelling techniques have a quite signifi cant 
impact in their fi eld of research, without 
reaching their optimal impact however. Nearly 
75% of the respondents expect a fast growth 
of impact of these methods in the near future 
(see Figures 5).

The fastest growth of impact of multiscale 
modelling methods is expected in the fi eld of 
biomolecular simulations for large complex 
bio-systems (including membranes), drug 
development and functional genomics; and 
interfaces between different materials in 
nanoelectronics, energy storage systems, 
electronics, nanotechnologies and material 
science.

Over 50% of the respondents esteem the 
funding in the area of multiscale modelling to 
be not presently suffi cient to fully realize this 
potential (see Figure 6). The respondents 
are also mainly neutral in assessing the 
competitiveness of the funding levels within 
the EU in comparison with other regions (see 
Figure 7). The majority believe nonetheless 
that EU funding schemes would be very 
suitable to realize the impact of multiscale 
modelling (see Figure 8).

Fig. 5(a) > Present overall impact of modelling and 
simulations in the respondent’s fi eld./

Fig. 5(b) > Expectations of growth of impact of 
modelling and simulations in the respondent’s fi eld./

Fig. 5(c) > Present overall impact of multiscale 
modelling in the respondent’s fi eld./

Fig. 5(d) > Expectations of growth of impact of 
multiscale modelling in the respondent’s fi eld./

Fig. 4 > Methods presently used./
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